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What is the trend of Worldwide Gross over the years? 

A B C

Figure 1: Examples of utterance recommendations in Snowy. (A) To assist with the “cold start” problem during data analysis,

Snowy infers potentially interesting patterns from the underlying dataset and suggests analytic inquiries one may want to

begin exploring the data with. (B) Upon executing a NL utterance, Snowy suggests follow-up utterances to drill down into

specific data subsets or adjust the current view. (C) As marks are selected on the view through direct manipulation, Snowy rec-

ommends deictic utterances to perform popular calculations using the selected marks.

ABSTRACT

Natural language interfaces (NLIs) have become a prevalentmedium
for conducting visual data analysis, enabling people with varying
levels of analytic experience to ask questions of and interact with
their data. While there have been notable improvements with re-
spect to language understanding capabilities in these systems, fun-
damental user experience and interaction challenges including the
lack of analytic guidance (i.e., knowing what aspects of the data to
consider) and discoverability of natural language input (i.e., knowing
how to phrase input utterances) persist. To address these challenges,
we investigate utterance recommendations that contextually pro-
vide analytic guidance by suggesting data features (e.g., attributes,
values, trends) while implicitly making users aware of the types of
phrasings that an NLI supports. We present Snowy, a prototype
system that generates and recommends utterances for visual anal-
ysis based on a combination of data interestingness metrics and
language pragmatics. Through a preliminary user study, we found
that utterance recommendations in Snowy support conversational
visual analysis by guiding the participants’ analytic workflows and
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making them aware of the system’s language interpretation capa-
bilities. Based on the feedback and observations from the study, we
discuss potential implications and considerations for incorporating
recommendations in future NLIs for visual analysis.
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1 INTRODUCTION

Several data visualization tools now support natural language (NL)
as an input modality for conducting visual analysis (e.g., [4, 7, 8,
29, 46, 54, 66, 79]). This interest in NLIs is driven by the fact that
NL allows users to freely express their data-driven goals and ques-
tions without needing to translate their intentions to interface
actions (e.g. manually specifying mappings between data attributes
and visual encodings) [30]. Recent advances in natural language
processing and machine learning have resulted in considerable
improvements in NLIs with respect to NL understanding. NLIs
for visual analysis have matured to support a range of analytic
intents while also tackling challenges such as ambiguity [29, 54]
and underspecification [57].

https://doi.org/10.1145/3472749.3474792
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Despite improvements in NL understanding, from a user stand-
point, formulating utterances during an analytical workflow re-
mains a challenging task for two key reasons. First, analytical query
formulation involves the need to understand the characteristics of
the underlying data domain and potential patterns to investigate
(e.g., general value distributions, correlations). A lack of analytic
guidance during this process can interfere with users developing
an accurate sense of progress towards their analysis goals [30, 38].
Second, practical limitations of a system’s NL understanding capa-
bilities requires users to phrase or adjust their utterances in a way
that the underlying system can best interpret them [57] (Here, we
use the term utterance to refer to any NL command, statement,
query, question, or instruction that one may issue to an NLI). With-
out a clear understanding of the system’s interpretation capabilities,
users often end up “guessing” utterances, thus being more prone
to system failures. While the lack of analytic guidance and discov-

erability of NL input are fundamental challenges on their own, in
tandem, these can disrupt the analytic workflow and discourage
the use of NLIs for visual analysis altogether.

To address these challenges, we introduce Snowy1, a novel
mixed-initiative interface that presents NL utterances as recom-

mendations during visual data analysis (Figure 1). Snowy populates
its recommendations with contextually relevant data entities (e.g.,
attributes, values) and phrases the recommendations to highlight
the linguistic variations supported by the underlying NL under-
standing module. This combination of features enables Snowy to
provide analytic guidance that goes beyond existing visualization
recommendation tools (e.g., [20, 37, 41, 75, 76]) that only focus on
perceptual features and/or data interestingness, but do not consider
NL input, and general NL discovery-focused recommendation tools
(e.g., [16, 27, 58]) that consider the interface and language context,
but offer no guidance for visual analysis.

In summary, our key contributions include:
• The design and implementation of Snowy, a prototype inter-
face that operationalizes the idea of generating and present-
ing utterance recommendations for conversational visual
analysis. Snowy recommends both 1) follow-up utterances
that promote a user’s active analytic context (e.g., most re-
cent utterance, active chart) as well as 2) utterances that
complement the user’s historical actions and serve as new
inquiries to look at other interesting and/or underexplored
aspects of the data.

• A technique for generating utterance recommendations for
visual analysis through a combination of data interesting-
ness metrics (e.g., number of times an attribute has been
visualized, correlations between attributes in the underly-
ing dataset) as well as language pragmatics (e.g., terms and
entities used in preceding utterances).

• Findings from a preliminary user evaluation of Snowy sug-
gesting that contextual utterance recommendations can not
only guide visual analysis, but also help people gain aware-
ness of the system’s NL interpretation capabilities.

1The name Snowy is inspired by the namesake fictional dog in the Adventures

of Tintin comic series [34] where he addresses his internal monologue to the reader
with speech bubbles. He can understand human language and his verbal responses to
various situations include jokes, expressions of fright, and pleas to Tintin to exercise
caution.

2 RELATEDWORK

The primary goal of our work is to support users via recommenda-
tions as they use NL as an input modality during their analytical
workflows. Our distillation of prior research relating to recommen-
dations and NL in the context of visual analysis, falls into three
main categories: (1) visualization recommendation tools, (2) NLIs
for visual analysis, and (3) user interfaces for NL suggestions.

2.1 Visualization Recommendation Tools

Showing visualization recommendations is a popular approach to
help users surmount data selection and visual mapping barriers dur-
ing visual data analysis [30]. A detailed review of visualization
recommendation (VizRec) systems and techniques is beyond the
scope of this paper but can be found in survey manuscripts such
as [15, 39, 77, 80]. Broadly speaking, however, VizRec systems can
be categorized into 1) systems that focus on recommending visual
encodings given a set of data attributes or perceptual constraints
(e.g., [40, 41, 43, 74]) and 2) systems that leverage recommendations
to guide visual data exploration and analysis (e.g., [19, 20, 37, 75, 76]).
We expand upon some tools in the second category since they over-
lap with the goals of our work. VizRec systems for data exploration
recommend visualizations based on data patterns (e.g., [20, 37, 69])
or through a faceted browsing approach showing summaries of
attributes in the underlying data (e.g., [75, 76]). To prune the rec-
ommendations and guide analysis, these systems often employ
some level of mixed-initiative interaction to steer the system rec-
ommendations. For example, VizDeck [37] allows users to rank
and organize its recommendations through a voting mechanism.
Systems like Voyager and Voyager 2 [75, 76] suggest visualizations
based on user-selected fields and wildcards to enable rapid itera-
tion through possible data attributes or encodings. Going beyond
attributes, systems like VizAssist [11] allow users to select their
analytic objectives (e.g., finding correlations, creating and compar-
ing data sub-groups) and then create a slew of visualizations with
those selections in mind. Complementing this approach of having
users specify objectives, more recent systems like Foresight [20]
include predefined categories of “insights” (e.g., outliers, disper-
sion) that are used to recommend visualizations displaying those
insights. We build upon this general space of mixed-initiative tools
for visual analysis by considering underlying data patterns and
interactions with data attributes over the course of a session as fac-
tors to generate recommendations. However, our work extends this
line of research by investigating the idea of generating utterance

recommendations (as opposed to visualization recommendations).
In doing so, we explore new synergies with research on NLIs for
visual analysis and extend the features considered for generating
recommendations to not only focus on the underlying data but also
concepts from language pragmatics.

2.2 Natural language interfaces for visual

analysis

NLIs for visualization systems [3, 4, 7, 8] have evolved over the
years to better understand a user’s analytical intent expressed in
NL and provide reasonable visualization responses. The forms of
inferring intent typically rely on explicitly named data attributes,
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values, and chart types in the user’s input queries. In addition to in-
ferring intent, these systems focus on techniques for enabling users
to converse more effectively with such a system. DataTone [29],
for instance, provides ambiguity widgets to allow a user to update
the system’s default interpretation. Eviza [54] and Analyza [21]
support simple pragmatics in analytical interaction through con-
textual inferencing. Evizeon [35] and Orko [63] extend language
pragmatics in analytical conversation by understanding follow-up
inquiry. Iris [23] supports performing complex data science tasks
through an NL interface that combines simpler commands through
nested conversations. Ask Data [7, 57] handles various analytical
expressions in natural language form such as grouping of attributes,
aggregations, filters, and sorts. The system also handles imprecise-
ness around numerical vague concepts such as ‘cheap’ and ‘high’
by inferring a range based on the underlying statistical properties
of the data. Other research has explored how ambiguity can be han-
dled in NL utterances with reasonable defaults. Hearst et al. [33]
explore appropriate visualization responses based on the shape of
the data distributions for singular and plural superlatives in NL
utterances (e.g., ‘highest price’ and ‘highest prices’) and numerical
graded adjectives (e.g., ‘higher’). Sentifiers [56] explores interpreta-
tions and defaults for subjective vague modifiers such as ‘best’ and
‘safe’ during visual analysis.

Despite the advancements in better understanding intent, for-
mulating appropriate NL utterances during data exploration still
remains a challenging problem. Users tend to adapt to the sugges-
tions that the system provides even if the system can handle greater
degree of variability and underspecificity than what the suggestions
provide [9, 47]. The problem is further exasperated as users try to
find next steps in their analyses that yield useful insights. In our
work, we address this cognitive overload in NLIs by recommending
utterances with linguistic variation to help guide users during their
analytical workflows. Furthermore, prior work has also shown that
the combination of NL and direct manipulation facilitates an inte-
grated interaction experience and enables higher degree of freedom
of expression during visual analysis (e.g., [29, 51, 54]). Following
these findings, we investigate the proposed idea of generating and
presenting utterance recommendations in the context of a mul-
timodal visualization interface that supports both manual view
specification and NL input.

2.3 User interfaces for natural language

suggestions

The lack of input discoverability has been a long standing chal-
lenge for NLIs [70, 78]. Given the general nature of this challenge,
we referred to prior approaches in this space to identify design
challenges and explore potential solutions. Specifically, we focus
on adaptive NL command discovery interfaces that incrementally
expose users to the system features through contextual suggestions
(e.g., [16, 28, 44, 58]), and explore how such suggestions can be
generated during visual analysis.

Query suggestions have also shown to benefit users during ex-
ploratory search tasks (e.g., [42, 48]). They are often displayed
alongside search results and are intended to be used as follow-on
queries or reformulations of the present search query [10]. Meth-
ods for generating query suggestions use information from query

logs based on click-throughs or query co-occurrence [32]. Recent
advances support various adaptive techniques to encourage the
discovery of new utterances during a user’s search journey through
visual feedback, in-situ suggestions, and context-sensitive orienta-
tion [45]. We draw inspiration from these ideas of generating query
suggestions based on search relevance and prior user interactions,
applying them to the context of conversational visual analysis.

In the space of visual analysis tools, systems like Power BI
Q&A [4], Ask Data [7], and Thoughtspot [8] display textual sugges-
tions as one types a query. SneakPique [55] displays widgets with
embedded visualizations as visual data previews as users type NL
utterances. By doing so, these systems help users rapidly formulate
or refine their queries. However, since they are invoked only when
users type or interact with the text input box, these interfaces of-
fer little or no assistance in scenarios where users are unaware of
what query to begin with (e.g. at the start of data exploration) or
what aspects of the data to consider next during an analytic session.
Furthermore, the suggestions offered by current state-of-the-art
tools typically try to showcase the available analytical capabilities
and may not be driven by potentially interesting data patterns.
This again imposes the task of figuring out what to ask onto the
users. Addressing these gaps, in our work, we provide utterance
recommendations that users can utilize at different points of their
analyses (e.g., at the start of a session, as a follow-up to a prior
utterance, or as a follow-up to a deictic action such as selecting
points on a chart). These recommendations not only give users a
sense for the linguistic capabilities of the system, but also guide
them towards interesting data subsets and patterns to consider.

3 RECOMMENDING UTTERANCES DURING

VISUAL ANALYSIS

The key idea driving our research is to explore how utterance recom-

mendations (for brevity, we refer to utterance recommendations as
recommendations hereafter) in NLIs can guide visual analysis while
implicitly helping users learn and discover the system’s NL under-
standing capabilities. Operationalizing this idea, however, requires
answering several open questions pertaining to the recommenda-
tions as well as the interface within which they are incorporated.
For instance, regarding the recommendations themselves, what
information should the recommendations contain (e.g., attribute
names, visualization types, keywords mapping to analytic tasks)?
How should the recommendations be phrased? Should they be
phrased as system commands or more colloquially? Should the
recommendations use data attributes and values that users have
previously interacted with so they seem more familiar? Or should
recommendations promote breadth in interaction and cover aspects
of the data that one may not have looked at before? In terms of their
interplay with the interface, when should the recommendations be
shown? At the start of a session or during exploration? Should they
be generated proactively or be shown on-demand? Which actions
should update or trigger recommendations? Since the recommen-
dations show NL utterances, should they only be presented during
NL interaction? Or could they also be used to promote multimodal
input?
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3.1 Design Goals

With the above questions in mind, we compiled a list of six design
goals to guide Snowy’s design. These goals were informed by prior
work on mixed-initiative user interfaces [36], exploratory visualiza-
tion recommendation systems (e.g., [18, 20, 39, 75, 76]), and NLIs
for data visualization (e.g., [29, 35, 46, 54, 66]). We refined the user
experiences while iterating over early designs of the prototype.

DG1. Facilitate breadth in data exploration. Prior work on
VizRec systems (e.g., [20, 37, 75]) and exploratory data analysis
in general [68] have stressed on the importance and challenges of
breadth-oriented exploration. Along these lines, to provide effective
analytic guidance during data exploration, the recommendations
should promote both analytic and data coverage by spanning across
a breadth of intents and data entities.

DG2. Support new inquiry, follow-ups, and deictic utterances.

Prior work has shown that NL input can be used in different con-
texts during visual analysis. Specifically, one-off NL utterances
can be used to ask data-driven questions or specify visualizations
(e.g., [29, 46, 66, 79]). Alternatively, NL can be used to engage in
an analytic dialogue, iteratively create and refine a visualization
through a sequence of utterances (e.g., [35, 54, 57]). Finally, NL can
be used in concert with direct manipulation actions like selections
to perform multimodal interactions (e.g., [54, 60, 61]). Hence, the
recommendations shown must support these different scenarios
of using NL input during visual analysis and include new inquiry,
follow-up, and deictic utterances as and when applicable.

DG3. Use analytic intents as anchors. A definitive character-
istic that differentiates NL from traditional visualization GUIs is
that NL enables people to clearly express their analytic tasks or
intents (e.g., finding correlations, seeing distribution of values in a
dataset). Thus, the recommendations should map to one or more
analytic intents so that users can leverage these intents as anchors
to guide their analyses. To cover a spectrum of functionality ex-
hibited by prior NLIs and VizRec systems, we currently focus on
six intents: 1) grouping data by a categorical attribute (e.g. “aver-
age sales by region”), 2) seeing data distribution for individual
attributes (e.g. “Show count of movies by genres”), 3) understanding
the correlation between two quantitative attributes (e.g. “How
does profit vary with sales?”), 4) observing the trend in values over
time (e.g., “Display quarterly sales since 2019.”), 5) filtering to drill
down into a specific data subset (e.g. “Compare sales for USA, Japan,

India, and Australia”), and 6) changing the aggregate function used
to calculate derived values (e.g. “Show total sales instead of average

sales by region”).

DG4.Complement user interactionwith data interestingness.

Following DG1, the recommendations should consider the users’
interactions and suggest underexplored data entities and analytic
intents. However, depending on the size of the dataset, choosing at-
tributes and data subsets to recommend can be difficult and quickly
turn into a combinatorial explosion. Recent “insight”-based rec-
ommendation tools (e.g., [18, 20]), on the other hand, have shown
that this challenge can be tackled by computationally analyzing
interesting patterns in the underlying data and suggesting the most
relevant results. Such recommendations based on patterns in the
underlying data can also help with “cold start” scenarios where

users are new to a dataset and may not have a clear analytical goal
in mind. Thus, the system should consider data interestingness as
an additional feature (along with data and analytic coverage) when
generating recommendations.

DG5. Support linguistic variation. NL utterances posed to vi-
sualization tools often vary from highly specified utterances that
contain explicit references to data attributes, chart types, and/or
analytic intents (e.g., “Show me a bar chart of average sales by coun-

try,” “Show the average profits for countries with over $50M in sales”)
to highly underspecified utterances that only contain partial ref-
erences to data entities or intents (e.g., “Compare sales around the

world,” “Show profits for countries with high sales”). While support-
ing different NL input contexts (DG2), the system must also ensure
that the recommendations exhibit ample linguistic variation within
and across each context.

DG6. Should be unobtrusive during targeted analysis.While
a key goal of the recommendations is supporting open-ended data
exploration, there may be instances where users have a clear goal
in mind about what they want to look at. In such scenarios, the
recommendations should not interfere with the user’s thought pro-
cess but be available to look at in case users want to refer to the
recommendations to identify phrasings that match the query in
their mind.

Note that these goals are not exhaustive or mutually exclusive, nor
are they meant to be prescriptive for utterance recommendations
in NLIs for data visualization. For instance, we focus on visual
data exploration as our primary usage context and do not consider
actions like changing encodings or formatting marks as part of the
recommendation space. Instead, DG1-DG6 are only meant to be
an initial set of goals to help ground our design and enable us to
develop and test an initial prototype in this space.

4 SNOWY

Incorporating the aforementioned design considerations, we de-
veloped Snowy as a prototype system to investigate the idea of
leveraging utterance recommendations for guiding visual analy-
sis, while implicitly helping users discover and learn the system’s
NL capabilities. In this section, we first briefly describe Snowy’s
interface and walk through a usage scenario that exemplifies how
utterance recommendations can aid conversational visual analy-
sis. We subsequently detail Snowy’s design and implementation,
discussing how it leverages a combination of features from the
underlying data along with the users’ interaction context to present
in-situ recommendations.

4.1 Interface and Usage Scenario

Snowy (Figure 2) is a mixed-initiative visualization system that sup-
ports NL input as well as direct manipulation interactions through
a graphical user interface (GUI). Let us now consider an exemplary
usage scenario to understand how the different components of
Snowy’s interface collectively support visual analysis (this sce-
nario is also illustrated in the supplementary video).

Tintin, an analyst at a movie production house is examining a
dataset of previously released movies to identify the types of movies
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Figure 2: Snowy’s user interface while exploring amovies dataset. (A) Attribute panel, (B) manual view specification and filter-

ing panel, (C) NL input and feedback, (D) visualization canvas, and (E) recommendations panel. Here, given the input utterance

“Show average Worldwide Gross by Major Genres”, Snowy creates a bar chart as a response and updates the encodings panel to

reflect the current view. Simultaneously, several utterance recommendations are also presented to suggest modifying the cur-

rent chart (Follow-ups), as well as for exploring other aspects of the dataset (New Inquiries). Users can click a recommendation

to submit it as their input utterance, or right-click to copy the recommendation’s text into the input box and edit it further.

his company should invest in next. The dataset2 contains 700movies
with nine attributes for each movie including its � Release Year,
~ Major Genre,  Worldwide Gross, and  IMDB Rating, among
others (shown in Figure 2A). For consistency, we use this movies
dataset for examples throughout this paper.

As Tintin loads the dataset, Snowy scans the underlying data to
identify potentially interesting attribute combinations to explore
and presents a list of utterance recommendations that Tintin can
use to start his exploration (Figure 1A) (DG4). Tintin finds the rec-
ommendation What is the trend of Worldwide Gross over the years?
to be relevant for observing trends and clicks the recommendation
to select it as his input utterance. In response, Snowy renders a
line chart and then updates its recommendations to suggest new in-
quiries, while also including some new recommendations of follow-
up utterances to modify the active chart (Figure 1B) (DG2). Looking
through the follow-up recommendations, Tintin is intrigued by the
idea of continuing to observe the trend of budget but across dif-
ferent Content Ratings, and selects the recommended utterance
Compare across Content Ratings . Viewing the updated multi-series
line chart, Tintin observes that while all movie types except R-
rated movies have a higher gross over time, PG-13 movies have
had the most stable increase (Figure 3A). Tintin again looks at
the new inquiries suggested by Snowy and selects the recommen-
dation Now show changes in Production Budget instead to contrast

2Provided as supplementary material.

trends across Worldwide Gross and Production Budget. In response,
Snowy updates the line chart, swapping the Worldwide Gross at-
tribute on the Y-axis with the Production Budget. Through the up-
dated chart, Tintin notices that movies follow a similar trend for
the budget and correspondingly makes a note that his company
should consider PG-13 movies more closely.

Wondering which attributes to explore next, Tintin skims the
recommendations panel and pauses when he sees the utterance
Compare average IMDB Rating acrossMajor Genres . He likes the idea
of comparing values across groups of genres, but does not want to
use the IMDB Ratings. To see alternative recommendations, he hov-
ers on the recommendation and then clicks theí icon to see similar
recommendations (Figure 3B). From the suggested list, he selects
Show averageWorldwide Gross byMajor Genre as his input utter-
ance. Inspecting the resulting bar chart, Tintin observes that Action
and Adventure have notably higher values. In parallel, Snowy also
interprets the bar chart and recommends a series of follow-up
recommendations, including one to drill down into the three high-
est grossing genres ( Just show Adventure, Action, and Musical ). As
this recommendation matches his observation, Tintin selects this
follow-up utterance to refine the scope of his exploration. The sys-
tem adds a Major Genre filter, allowing Tintin to refine it further
through the GUI if needed (Figure 4A).

Considering the active bar chart, Tintin’s prior interactions, and
the available data attributes, Snowy now recommends two follow-
up utterances to include Creative Type as an additional attribute for
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B

A

Compare across Content Ratings

Figure 3: Tintin’s exploration of the movies dataset. (A) The

initial line chart in Figure 1B is updated to group lines by

Content Rating and new recommendations are shown. No-

tice that the phrasing of the last recommendation reflects

the system’s support for pragmatics and is phrased in lin-

guistic continuation with the previous utterances. (B) Alter-

native utterance examples are suggested based on an initial

recommendation.

comparison, or change the aggregation level of the current chart
from average to sum. Snowy also infers that Tintin has performed
analytic tasks like looking for trends over time and compared values
for quantitative attributes across groups of categorical values. Thus,
to broaden his analytic coverage, Snowy promotes utterances per-
taining to other analytic tasks like observing correlations between
attributes and seeing the distribution items in the dataset in its new
inquiry recommendations (Figure 4A) (DG1,DG3). Furthermore,
to promote data attribute coverage in his exploration, Snowy pop-
ulates these recommendations with attributes that Tintin has not
previously considered (e.g., Creative Type, IMDB Rating, Duration)
(DG1).

Seeing the utterance recommendation Plot IMDB Rating verus
Rotten Tomatoes Rating at the top of the new inquiry recommen-
dations, Tintin realizes that he has not considered movie ratings
as part of his analysis so far and selects it as his input, resulting in
Snowy rendering a scatterplot comparing ratings across the two
platforms (Figure 4B). Tintin subsequently selects the follow-up rec-
ommendation Drill down into PG-13 to further filter down to PG-13
movies (because he had earlier noticed that these movies tend to

have a stable return on investment over time). Inspecting the scat-
terplot, Tintin confirms that the ratings across the IMDB and Rotten
Tomatoes platforms are fairly correlated and decides to switch his
focus back to the return on investment on movies. To do so, he now

Plot IMDB Rating versus Rotten Tomatoes Rating

Just show Adventure, Action, and Musical

Enter utterance here…

A

B

C

Figure 4: Tintin’s exploration of the movies dataset (cont’d).

(A)Major Genre is applied as a filter, along with a dropdown

to optionally refine the filter. (B) A new scatterplot is cre-

ated while preserving the filters from the bar chart. (C) The

input box is cleared as encodings are updated through the

manual view specification. New recommendations based on

the updated chart are shown.
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manually updates the scatterplot by dragging the Production Budget
andWorldwide Gross attribute pills to the X- and Y-encoding shelves,
respectively. In response, Snowy clears the text input box since the
visualization was manually specified and updates its utterance rec-
ommendations based on the new chart (Figure 4C). Tintin selects the
follow-up recommendation Compare across Creative Types since
that is an attribute he had not previously considered, leading to the
system coloring points by Creative Type.

To inspect movies with a high gross and return on investment,
Tintin draws a selection box on the chart around movies that gross
over ∼$500 million while having a budget of ∼$200 million or below.
Through the active selection of 13 movies and their mark colors,
Tintin identifies that Science Fiction (five movies), Super Hero (four
movies) have the highest chance of success, with Contemporary

Fiction and Fantasy (two movies each) also being creative types to
consider. Based on Tintin’s active selection, Snowy now suggests
follow-up utterances for computations that can be performed on
the selected items (Figure 1C) (DG2). Tintin selects the recommen-
dation What are the average values? and notes that PG-13 movies
having the specified genres and creative types gross, on average,
$709 million on an average investment of $132 million. He clears
the view and continues exploring other aspects of the data to report
any additional findings to his company’s investment team.

4.2 System Overview

Snowy is implemented as a web-based application and is developed
using Python, HTML/CSS, and JavaScript. The system accepts any
tabular CSV dataset as input. Visualizations in the tool are specified
and created using Vega-Lite [53]. Snowy currently supports three
encoding channels (x, y, color) and three mark types (bar, line,
point). These marks and encodings collectively allow users to
specify and interact with a canonical set of visualizations including
bar charts, line charts, and scatterplots that cover the range of
analytic intents currently supported in Snowy. During manual
view specification, Snowy selects the default visualization using a
simplified version of the Show Me system [41], employing similar
rules to determine mark types based on the mappings between the
visual encodings and attribute data types (e.g., showing a scatterplot
if two quantitative attributes are mapped to the xy-channels and

Database

“Show the highest 
grossing genres”

Focus on top 3 groups

Break down by Content Rating

What is the sum of Production 
Budget by Creative Type?

…

Interface
Manager

Natural Language 
Parser

Recommendation 
Engine

Grammar
Rules

Templates

Snowy
User Interface

Utterance 
Recommendations

Responses to NL
(visualizations or 

computed numbers)

User input

System output

Figure 5: System architecture overview.

showing a line chart if a temporal attribute is visualized on the
x-axis with a quantitative attribute on the y-axis).

Figure 5 presents a high-level depiction of the system’s archi-
tecture. There are three main components—namely, the Interface
Manager, the Natural Language Parser, and the Utterance Recom-

mendation Engine. In the following sections, we describe these
individual components and highlight how they collectively support
the features in Snowy.

4.3 Interface Manager

Snowy is designed to be a context-sensitive recommendation inter-
face that employs an action-reaction design [12], where the user
interaction causes the interface to react and update based on the ac-
tions that the user makes. User actions that drive recommendations
in Snowy include manual view specification or filtering through
drag-and-drop, typing NL utterances, selecting recommended ut-
terances, and selecting marks in the active visualization.

As users interact with the tool, Snowy tracks their actions and
maintains a context state object that drives the system’s utterance
recommendations.

4.3.1 Modeling the context state. The context state object is mod-
eled as a combination of 1) the active chart and mark selections,
2) the active utterance, and 3) the user’s data exploration history.
The first two are directly captured from the visualization canvas
(Figure 2D) and the input box (Figure 2C) respectively. The data
exploration history is stored as interaction scores corresponding
to attributes, values, and the various analytic intents supported in
Snowy (i.e., distribution, group, correlation, trend, filter,
and aggregation). While this is not a definitive general model for
capturing and understanding user interest, it helps track the user’s
coverage in the context of data exploration, enabling the system
to promote depth- and/or breadth-oriented exploration through its
recommendations (DG1).

For attributes and values, the interaction scores are computed
by tracking the number of times data attributes are mapped to
visual encodings or data values applied as filters. For intents, the
scores are incremented in three scenarios. First, when utterance
recommendations are selected, the score for the recommendation’s
corresponding intent is incremented (e.g. selecting the recommen-
dation Drill down into PG-13 in Figure 4B increments the score for
the filter intent). Second, when NL utterances are manually en-
tered, Snowy infers the underlying intent from the input utterance
and increments the score based on its confidence in the interpre-
tation. For example, an input utterance like “Show the correlation

between IMDB Ratings and Production Budget" leads to a higher
increment for the correlation intent compared to the utterance
“Show IMDB Ratings against Production Budget" since there is an ex-
plicit reference to the intent in the first utterance versus an implicit
one in the second. And third, specifically for the filter intent,
the score is also incremented if new filters are manually applied
through the GUI.

Figure 6 shows instances of the context state object during
the aforementioned usage scenario. Between the first and third
states in Figure 6, for example, two recommendations were selected
( What is the trend of Worldwide Gross over the years? , Compare ac-
ross Content Ratings ). This leads to the system incrementing the
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Figure 6: Progression of the context state and conversational centers (with TRANSITION types in blue) through the initial

stages of the usage scenario described in Section 4.1. For the context state object, attributes and intent interaction scores are

shown below each transition; score increments are highlighted in green and are also represented by the bar lengths. The final

state (bar chart of Worldwide Gross byMajor Genre) in this figure corresponds to the interface state shown in Figure 2.

interaction scores for the attributesWorldwide Gross, Release Year,
and Content Rating, as well as the intents trend and group (based
on the first and second utterance, respectively) from 0 to 1.

4.4 Natural Language Parser

The parser to interpret NL utterances is implemented using the
open-source Natural Language for Data Visualization (NL4DV)
toolkit [46]. The toolkit takes as input a dataset and an utterance
corresponding to that dataset, returning a JSON object that includes
1) the attributes and intents referred to in the utterance and 2) an
ordered list of Vega-Lite [53] specifications that can be presented
in response to the input utterance. We chose to build upon NL4DV
instead of implementing a fully-custom module since language un-
derstanding was not our primary research focus. However, while
NL4DV provides basic interpretation capabilities and the ability to
specify a visualization through NL, the toolkit does not support con-
versational interaction through follow-up and deictic utterances, or
utterances for statistical computations (e.g., computing differences
or correlation coefficients).

We extend NL4DV’s default grammar with a set of production
rules augmented with both syntactic and semantic predicates based
on analytical expressions that correspond to different intents com-
monly found in mainstream systems like Tableau’s VizQL [6, 64]
and Ask Data [7]. We add support for follow-up utterances by
adding a ‘follow-up’ grammar rule that is triggered by pragmatic
markers. Pragmatic markers are linguistic cues that convey the
intentionality of a follow-up utterance in reference to the current
context [26]. These pragmatic markers are often adverbs (e.g., ‘also’,
‘how about‘) or referentials (e.g., ‘this’, ‘that’) that signal the user’s
potential communicative intention of following up from a previous
conversation state.

Listing 1 shows a subset of the underlying grammar with its
production rules specified for the various analytical intents and
follow-up utterances. In the grammar, fields without an aggregation
are called dimensions (typically, ~ categorical and � temporal
attributes) , while measures (typically,  quantitative attributes)
are fields that are aggregated within groups defined by the set of all
dimensions. For brevity, we only show a subset of the production
rules and excluded synonyms, date, and place terminals from the
grammar in Listing 1.

4.4.1 Supporting a conversational model. To support follow-up ut-
terances, we apply principles of pragmatics by modeling the inter-
actions and recommendation behaviors as a conversation. Specif-
ically, we incorporate the conversational interaction model for
visual analysis proposed by Hoque et al. [35]. This model builds
upon a conversational centering approach [31], where utterances
are divided into constituent conversational segments, embedding
relationships that may hold between segments. A center 𝐶 refers
to those entities serving to link that utterance to other utterances
in the conversation. For a total of𝑚 utterances in a conversation,
each utterance 𝑈𝑛 (1 ≤ 𝑛 < 𝑚) in the conversation 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑒 is as-
signed a set of forward-looking centers,𝐶𝑓 (𝑈𝑛, 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑒) referring
to the current focus of the conversation; each utterance other than
the initial utterance, is assigned a set of backward-looking centers,
𝐶𝑏 (𝑈𝑛, 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑒), referring to the previous state of the conversa-
tion. The forward and backward-looking centers consist of data
attributes and values, visual properties, and analytical intent. Tran-
sitions from the backward-looking center to the forward-looking
center are realized through three types of transition states:
Continue: Transition that continues the context from the backward-
looking center to the forward-looking one, while potentially adding
new entities.
Retain: Transition retains the context from the backward-looking
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<utterance> → <groupCmd> | <distributionCmd> | <correlateCmd> |

<trendCmd> | <filterCmd> | <extremaCmd> | <followUpCmd>;↩→

<groupCmd> → <dimension> ('group by' | 'by')? <aggMeasure>;

<aggMeasure> → aggTerms <measure>;

<aggTerms> → ('average' | 'median' | 'mean' | 'min' | 'max');

<distributionCmd> → ('distribution' | 'bin') <measure>;

<correlateCmd> → <measure> ('correlation' | 'scatterplot' |

'relationship')? <measure>;↩→

<trendCmd> → ('trend' | 'over time')? <dimension> <dateAttribute>;

<filterCmd> → <locationFilter> | <temporalFilter> | <valueFilter>;

<locationFilter> → filterPlaceCmd <location>;

<temporalFilter> → ('in' | 'before' | 'after') <timeDataValue>|

<timeDateRange>;↩→

<valueFilter> → (<lessThan> | <equalTo> | <greaterThan> |

<lessEqual> | <greaterEqual>) <measure>;↩→

<extremaCmd> → ('highest' | 'largest' | 'smallest' | 'lowest')

<measure>;↩→

<calculationCmd> → ('correlation' | 'difference' | 'total' |

'lowest' | aggTerms) <measure>;↩→

<followupCmd> → (<pragmaticMarker> | <referential>) <utterance>;

<pragmaticMarker> → (('what'| 'how') 'about') | 'also' | 'just' |

'only')?;↩→

<referential> → ('this' | 'that');}

Listing 1: Subset of grammar production rules.

center in the forward-looking one without adding additional enti-
ties to the forward-looking one.
Shift: Transition shifts or changes context from the previous one.

Based on this transition model, given an utterance 𝑈𝑛 , the parser
responds by executing a series of analytical functions derived from
the forward-looking centers 𝐶𝑓 (𝑈𝑛, 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑒). Figure 6 illustrates
these different types of transitions during the conversation between
the movie production house analyst, Tintin and our system, Snowy.
In the example, the first utterance asking about gross over years
sets the conversational center to theWorldwide Gross and Release

Year attributes. The subsequent utterance asking for a comparison
across groups adds an attribute, Content Rating to the current cen-
ter, resulting in a continue transition. The third utterance includes
a pragmatic marker (‘instead’) and requests for a change in the
attribute shown on the active line chart and indicates interest in the
trend intent. Referring to the existing center, the system swaps out
theWorldwide Gross measure for the Production Budget, performing
a shift transition, while retaining the other two attributes. Finally,
the next utterance “Show average Worldwide Gross by Major Genre”
switches to a new set of attributes and intent (group), and thus
shifts the center to the Worldwide Gross and Major Genre attributes,
as the system creates a new bar chart.

4.4.2 Error Handling. Similar to other visualization NLIs (e.g., [29,
54, 66]), Snowy also encounters errors when parsing NL input: (1)
utterances with ambiguous references (e.g., ‘rating’ can map to mul-
tiple attributes, Content Rating and IMDB Rating), (2) underspecified
utterances (e.g. “imdb ratings by genre” does not specify a chart
type or if IMDB Ratings should be aggregated), and (3) utterances
for unsupported operations such as formatting (e.g. “Change blue
bars to red”).

Although the system does not update the visualization for utter-
ances requesting unsupported operations, ambiguous and under-
specified utterances are handled internally by NL4DV [46], which
selects reasonable defaults. However, Snowy’s direct manipulation
interface enables users to override these defaults (e.g. dragging an
attribute to manually set a binding to override the system default
in the case of an utterance with an ambiguous attribute reference).
Additionally, the feedback below the text input box also displays
potential errors and provides an undo (<) option to revert the last
utterance (Figure 2). Note, however, that the ambiguities and er-
rors do not occur when recommended utterances are selected since
Snowy is fully aware of the features driving the utterances and
only recommends unambiguous phrasings.

4.5 Utterance Recommendation Engine

Central to Snowy is its recommendation engine that generates
contextual utterance suggestions. The system generates the rec-
ommendations by considering a combination of patterns in the
underling data (e.g., strong correlations, variations in values over a
temporal attribute), a user’s session history (e.g., attributes consid-
ered, filters applied), and any active interactions with the interface.
User interactions that trigger recommendations include issuing an
NL utterance, updating the visualization through the manual view
specification and filtering panel, as well as directly selecting marks
on the active visualization, a behavior commonly referred to as
deictic referencing [14].

Figure 7 provides an overview of Snowy’s recommendation en-
gine. The engine takes the context state object as input from the
interface manager and returns an ordered list of utterance objects
in response (Figure 7-top). Utterance objects contain the recom-
mendation text along with other meta-information including the ut-
terance type (‘Follow-up’ versus ‘New Inquiry’) and the associated
intent (e.g., filter, group). Given a context state, Snowy performs
three steps to generate utterance recommendations: 1) filtering and
ranking, 2) parameterization, and 3) linguistic realization. Figure 7
provides a summary of these steps using a system state from the
aforementioned scenario (Figure 2). We use Figure 7 as a running
example for the remainder of this section.

4.5.1 Filtering and Ranking. Snowy uses the context state to deter-
mine which types of utterances it should recommend at any point
in time. Specifically, if one or more marks are selected in the active
visualization, Snowy prioritizes deictic utterances and checks if it
can recommend utterances based on the current chart type and se-
lection. For instance, in Figure 1C, upon detecting multiple selected
marks in a scatterplot, Snowy recommends What are the average va-
lues? and What is the correlation between these points? as follow-
up utterances since computing averages and correlations are com-
mon analytic tasks for scatterplots [52].

Alternatively, if there are no mark selections but there is an
active chart in play, Snowy checks for follow-up utterances to
recommend. Follow-up recommendations typically promote con-
tinue or shift transitions through utterances that correspond to:
1) adding one or more new attributes to the view if there are
unused encoding channels (e.g. Compare across Creative Types in
Figure 2 since the color channel is available), 2) changing the ac-
tive chart’s aggregation level (e.g. How about the total values? in
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Figure 7: An overview of Snowy’s recommendation engine using the system state shown in Figure 2 as an example. (Top) Given

a context state object as input, the engine generates a list of utterance recommendations to suggest in Snowy’s UI. (Bottom)

Steps executed to generate the recommendations: (1) filtering + ranking, (2) parameterization, and (3) linguistic realization of

recommendations.

Figure 2 as the bar chart shows the mean), and 3) adding filters
(e.g. Just show Adventure, Action, and Musical in Figure 2 for the
active Major Genre attribute).

Besides follow-up utterances for an active chart or selection,
Snowy also generates new inquiry recommendations to suggest
alternative analytic paths for users to consider (DG2). These rec-
ommendations focus on shift transitions in the conversational in-
teraction model and map to one or more analytic intents (DG3).
Examples of new inquiry recommendations in Figure 2 include
What is the spread of values for Duration? and Show mean IMDB Ra-

ting across Creative Types , that suggest shifting focus to the under-
explored Duration, IMDB Rating, and Creative Type attributes while
considering distribution and group as the underlying analytic
intents, respectively.

After shortlisting recommendations types, Snowy orders them
such that recommendations mapping to the least covered intent-
types (determined using the context state object) precede other
recommendations. This ordering helps promote breadth in ana-
lytic querying and also tries to make users aware of potentially
underexplored system capabilities given their prior interactions
(DG1). In the context of Figure 7, this ordering logic results in
continue-filter and shift-aggregation being shown before continue-
group since the user had previously issued a continue-group utter-
ance ( Compare across Content Ratings , Figure 6).

4.5.2 Parameterization. As a next step, the system needs to pa-
rameterize these shortlisted recommendations with appropriate
data and analytic features including attributes (e.g., Content Rating,
Worldwide Gross), values (e.g., PG-13, Action and Adventure, 1996-
1999), and aggregation functions (e.g., average, sum). Snowy uses a
combination of statistical metrics derived from the underlying data
and the interaction scores in the context state object to select the
recommendation parameters. Table 1 summarizes Snowy’s logic
for selecting parameters for different classes of intents. The sta-
tistical functions in Table 1 are similar to those in prior work on
insight- or data fact-based visualization recommendation systems
(e.g., [18, 20, 59]).

The parameter selection logic detailed in Table 1 is driven based
on statistical metrics derived directly from the underlying data.
However, since the dataset remains constant throughout a session,
if only these metrics were used to select parameters, the recom-
mendations may get repetitive if users have already investigated a
suggested combination of attributes. To promote breadth in data
exploration, besides “data interestiness,” Snowy also incorporates
prior interaction scores from the context map such that attributes
and values with lower scores are bumped up when selecting param-
eters (DG4).

An example of the effect of this inclusion of interaction scores
during parameterization can be seen in the aforementioned usage
scenario by comparing the attributes included in the recommen-
dations in Figures 1A, 1B, 3 to those in Figures 2, 4. Specifically,
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Intent Parameters Parameter Selection Functions

(used in combination with the interaction
scores from the context state object)

Parameter Selection Logic

Correlate (measure, measure) Pearson’s correlation
coefficient (𝑟 )

Attribute combinations that have higher |𝑟 | are prioritized over combinations with
lower |𝑟 |.

Group (dimension, measure) Standard deviation (𝜎)
Attribute combinations with higher 𝜎 are prioritized over combinations with lower
𝜎 . By default, 𝜎 is calculated using the mean values for a measure over each
group/category in a dimension.

Trend (dimension, measure) Standard deviation (𝜎)
Attribute combinations with higher 𝜎 are prioritized over combinations with lower
𝜎 . By default, 𝜎 is calculated using the mean values for a measure over each
timestamp in a dimension.

Distribution (dimension, measure) Standard deviation (𝜎)
Attribute combinations with higher 𝜎 are prioritized over combinations with lower
𝜎 . 𝜎 is calculated using the number of items in each group/timestamp for a
dimension and bins of values in a measure.

Filter
(measure, value range),
(dimension, categories),
(dimension, time range)

Top N,
Pearson’s correlation
coefficient (r),
Standard deviation (𝜎)

For categorical dimensions, select groups/categories with highest values for the
item count or measure in the active visualization (for bar charts), |𝑟 | (for scatterplots),
and 𝜎 (for line charts).
For measures and temporal dimensions, first, identify groups using quartile ranges.
Then, compute |𝑟 | or 𝜎 for the measures in the active visualization. Numeric and
temporal filters do not get suggested for bar charts since bar charts show aggregated
information and the effects of these filters may not be directly evident perceptually.

Table 1: Parameters required to populate different types of utterance recommendations along with the underlying parameter

selection logic. Besides the five listed categories, Snowy also generates aggregation change recommendations. However, these

have a fixed set of parameter values (eithermean or sum in the current prototype).

Figure 8: Examples of explanations for correlation and

filter recommendations in Snowy’s interface.

at the start of the session, the system recommends attributes like
Content Rating, Worldwide Gross, and Major Genre given the under-
lying data patterns. However, as the session progresses, to promote
data coverage, the recommendations shift to focus on attributes
like Duration and Creative Type since Tintin has either never or
only minimally investigated these attributes as part of his explo-
ration (DG1). Although Snowy does not give users control over
the parameter selection logic, it does provide a brief rationale for
why recommendations are shown through tooltips in the interface
(Figure 8).

4.5.3 Linguistic Realization of Recommendations. Once all the rele-
vant parameters for the various recommendation types have been
determined, they need to be combined together into a well-formed
natural language utterance. This process called linguistic realiza-
tion, involves ordering constituents of the recommendations and
generating the right morphological forms (including verb conjuga-
tions and agreement) [50]. We employ a template-based approach

S

VP

show NP

change PP

in NP

IMDB Rating

PP

over NP

time

Figure 9: Syntax tree for the trend intent that generates the

recommendation, “Show change in IMDB Rating over time”.

Terminals are populated using the parameters passed to

the trend intent (the measure IMDB Rating is applied as-is,

whereas the dimensionRelease Year is replacedwith “time”).

for generating NL utterances as recommendations in Snowy. Given
that the application domain is a set of known analytical intents
along with attributes and values from the underlying datasets, the
space of linguistic variations is relatively small and the outputs
can be specified using templates [49]. Having a deterministic set of
generated NL output also allowed us to control the variability in the
recommended NL utterances for testing purposes. We defined the
templates by referring to utterances commonly supported across
existing NLIs [35, 46, 54, 57, 79] and sample utterances collected
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Distribution
Show the spread of values for Rotten Tomatoes Rating , How many items exist for each Creative Type?
Count items byMajor Genre , What is the distribution of values for Production Budget?

Group
What is the average Production Budget byMajor Genre? , Compare average Durations across Content Ratings
On average, what is the Production Budget for each Major Genre? Show total Worldwide Gross by Creative Types

Correlate
How does IMDB Rating vary with Production Budget? , How are Duration and IMDB Rating correlated?
Show the relationship betweenWorldwide Gross and Production Budget , How about IMDB Rating and Rotten Tomatoes Rating?

Trend
Show the trend for Worldwide Gross instead , What is the trend of IMDB Rating over the years?
How does Production Budget vary over Release Years? , Plot changes in Rotten Tomatoes Ratings over time

Filter
Just show Adventure, Action, and Musical , Focus on the spike between 1996 and 1999 ,
Just show the top 3 groups , Focus on high Production Budget , Drill down into PG-13

Aggregation Show the total Worldwide Gross instead , Show the total values instead , How about themean of values?

Table 2: Examples of utterance recommendations generated by Snowy.

through studies investigating the use of NL to create or interact
with data visualizations [62, 67]. Note, however, that the current
template-based approach can be extended to a task-oriented dia-
logue approach by using the set of templates along with a language
model for generating a larger variety of sentences with linguistic
variability.

Our algorithm maps non-linguistic input comprising of data
attributes, values, and intent from the parameterization process
to a linguistic structure based on a set of predefined templates
for each of the intents described in the previous section. These
templates contain gaps for the parameters and generate well-formed
recommendation utterances when all the gaps have been replaced
by linguistic structures that do not contain gaps.

Formally, a template𝑇 = (𝑆, 𝐸,𝐶, 𝐼 ), where S is an abstract syntax
tree (AST) for each analytical intent type 𝐼 with open slots in it; 𝐸 is
a set of links to additional syntactic structures that are noun (𝑁𝑃 ),
verb (𝑉𝑃 ), and prepositional phrases (𝑃𝑃 ) that are substituted in
the gaps of 𝑆 ;𝐶 is a set of analytical constraints on the applicability
of 𝑆 that are based on the type of 𝐼 . The interior nodes of 𝑆 are
non-terminal symbols (i.e., syntactic variables) whose gaps are
recursively replaced by groups of terminal symbols (i.e., elementary
strings in the utterance) according to 𝑇 ’s production rules as well
as synonyms and vocabulary terms based off of [57].

Now, consider the 𝑆 for the trend intent with the parameters
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑆𝑡𝑟 and 𝑑𝑎𝑡𝑒𝑇𝑖𝑚𝑒𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑆𝑡𝑟 . Figure 9 shows the AST
for generating the recommendation, Show change in IMDB Rating

over time . The parameters lead to generation of partial NPs, with
the slots for𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑆𝑡𝑟 and𝑑𝑎𝑡𝑒𝑇𝑖𝑚𝑒𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑆𝑡𝑟 filled by IMDB

Rating and time respectively. The linguistic realization process gen-
erates all possible valid ASTs from𝑇 , using a bottom-up generative
process. Each AST in this set is checked to see whether it is compati-
ble with𝐶 . After the set of utterances is generated, nouns and verbs
are inflected, wherein the base forms of the words are modified to be
grammatically sound to account for plurality and tense [17]. A vari-
ety of recommendation utterances are randomly generated to maxi-
mize the variety of utterance recommendations produced by Snowy.
Example utterance recommendations from the various trend ASTs
include What is the trend of IMDB Rating over the years? , How does
IMDB Rating vary over Release Years? , Show change in IMDB Rat-

ing over time , and Show the change in IMDB Rating over the years ,

among others. From the resulting set of valid utterances, one is se-
lected at random (in this case, Show change in IMDB Rating over time ).
Table 2 illustrates additional sample utterance recommendations
for different intent types.

Notice from Table 2 that the recommendations exhibit a va-
riety of linguistic variations to exemplify and help discover the
capabilities of the underlying NL parser (DG5). These variations
include different phrasing patterns (e.g., questions, commands) and
the use of colloquial terms in addition to the underlying data at-
tributes and values (e.g., ‘over time’ for temporal attributes, ‘spike’
for a steep rise and fall trend in a line chart, and modifier terms
like ‘low’, ‘high’ when referring to numeric filters). Furthermore,
some recommendations contain explicit references to attributes,
values, or intents and can be used as standalone utterances (e.g.,
What is the average Production Budget across Major Genre? , Just s-
how Adventure, Action, and Musical ). However, other recommen-
dations include implicit references to values and intents, and/or in-
corporate pragmatic markers to support conversational interaction
(e.g., Just show top 3 groups , Now how about IDMB Rating and Rott-

en Tomatoes Rating? ). The choice of which AST is used for gen-
erating the recommendation is based on the current context state
and the analytical constraints 𝐶 . For example, in a case like Fig-
ure 2, where the active chart is an unsorted bar chart of aver-
age Worldwide Gross by Major Genre, the filter recommendation
is Just show Adventure, Action, and Musical and explicitly lists the
filter group. However, in the case of Figure 5, when the context state
is a sorted bar chart (since the invoking utterance “Show highest

grossing genres” includes an extremum token), the recommenda-
tion changes to Just show the top 3 groups as this phrasing suggests
linguistic continuation and supports visual coherence [67] by pre-
serving the previous chart structure to show the top 3 groups in the
sorted chart. As a session progresses, to make users aware of more
advanced interpretation capabilities, Snowy starts recommending
utterances that combine intents (e.g., How has the Production Budget

changed over the Release Years for each Creative Type? combining
trend and group, Show the relationship between Rotten Tomatoes

Rating and Duration byMajor Genres combining correlation and
group).
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5 PRELIMINARY USER STUDY

We conducted a preliminary user study to gather initial feedback
on the idea of presenting utterance recommendations during con-
versational visual analysis and assess the usability of the prototype.

5.1 Participants and Setup

We recruited 10 participants (P1-P10, sixmales, four females) through
a mailing list at a data analytics software company. Participants
were recruited on a first-come, first-serve basis. Based on self-
reporting by the participants, five had never or infrequently per-
formed data analysis, three occasionally performed data analysis,
and two participants analyzed data on a daily basis. When asked
about their prior experience level with interactive visualization
tools like Tableau and Microsoft Power BI, four participants identi-
fied themselves as being expert users, three participants said they
were familiar with the general capabilities of these tools and used
them somewhat frequently, and three participants said they only
occasionally used visualization tools. Since the study involved NL
interaction, we also asked participants about their prior experience
level with NLIs for visualization including commercial systems like
Tableau’s Ask Data andMicrosoft’s Power BI Q&A. To this question,
four participants said they had little to no experience using these
tools, four participants said they frequently used the tools, and two
participants said they seldom interacted with such tools, but were
aware of their general capabilities. Participation in the study was
voluntary and participants were not compensated for their time.

To conformwith COVID-19 protocol, all sessionswere conducted
remotely via the Cisco WebEx video conferencing software [2]. The
prototype was hosted on a local server running on the experi-
menter’s laptop3. Participants were granted control over the exper-
imenter’s screen during the session (the setup was tested through
three pilot studies to ensure there was no lag or technical issues
in the interaction experience). All studies followed a think-aloud
protocol. The audio, video, and on-screen actions were recorded
for all sessions with permission from the participants.

5.2 Procedure

Sessions lasted 42–53 minutes (mean: 49 min.) and were roughly
organized as follows:

[0–10 min.]: Introduction to the study goals and time for partici-
pants to fill out their background information. Participants were
briefly introduced to Snowy’s interface. Since an implicit goal was
to assess if the recommendations could help with NL input, the
introduction for the NL and recommendation components of the
interface were kept to a bare minimum (e.g. how to execute NL
utterances or select recommendations) to avoid participant bias.

[10–25 min.]: Participants were given a set of five tasks involving
the movies dataset introduced earlier in Section 4.1 and were asked
to “solve” them using Snowy. These tasks involved a combination of
directed exploration tasks where participants were asked to explore
the data with respect to a subset of attributes (e.g. “List 1–3 insights
pertaining to the Content Rating attribute”) and Jeopardy-style fact
verification tasks, similar to those used in [29] where participants

32.4 GHz MacBook Pro running macOS Catalina 10.15.7 set to a resolution of 3072
× 1920.

were given a fact and had to ask questions of the data to determine
if the fact was either true or false. The tasks were framed such that
directly typing the instructions into the system would not result in
the answer. The order of tasks was randomized across participants.

[25–40 min.]: Participants were then given a second dataset about
500 colleges in the U.S. and were asked to freely explore it with
Snowy. The dataset contained nine attributes for each college in-
cluding three categorical attributes (~ Region, ~ Locale, ~ Con-

trol) and six numerical attributes (e.g.,  Admission Rate,  Cost,
 Debt). Incorporating both targeted and open-ended exploration
allowed us to assess the impact of utterance recommendations
across the two popular scenarios for data analysis and validate our
specific design goals (DG1, DG6).

[40–50 min.]: Post-session questionnaire on Snowy’s recommen-
dations (Figure 10) along with ten questions from the standard
System Usability Scale (SUS) questionnaire [5] to help evaluate the
prototype’s usability. The questionnaire was complemented with
a semi-structured interview where participants talked about their
experience using Snowy.

The experimenter script, task descriptions, and datasets are in-
cluded in supplementary material.

5.3 Results and Discussion

On average, participants completed four out of the five tasks in
the first targeted-exploration phase, spending between 12–18 min.
(mean: 14 min.), followed by 8–17 min. (mean: 14 min.) on open-
ended explorationwith the college data. Participants gave Snowy an
average SUS score of 76.5 (a score of ≥ 68 is considered as an indi-
cator of good usability [5]).

5.3.1 Recommendations for guiding visual analysis. Participants
generally agreed that the recommendations supported their analytic
workflows and provided useful guidance during data exploration
(Figure 10, Q1). For instance, P4 saw the recommendations as good
starting points during data exploration and said, “I was curious about
what Snowy was picking up and just kind of clicking through those

different recommendations to see what the data looks like.” P2 noted
that the “recommendations were pretty well spread out” and helped
him see the data from different perspectives (i.e., supported different
intents, DG3). Recommendations also reminded participants of the
analytical capabilities of the tool and helped pivot their exploration
around those. For instance, while looking at a bar chart showing
total values, P4 saw a recommendation about the average values
and realized he could switch aggregations to gain different insights
about the same attribute combinations. All participants stated that
they found the recommendations more useful during the open-
ended exploration. For instance, P9 said “it was really helpful for

exploratory, but not so much in the first focused part. For the last

few tasks I didn’t even look at the recommendations...” This reaction
was not surprising as Snowy was designed with data exploration
in mind (as opposed to targeted analysis). That said, participants
also confirmed that the recommendations did not obstruct their
workflow during targeted analysis (DG6) and they could “simply

not look” when they knew what actions they wanted to perform
(Figure 10, Q2).
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Q1. The recommendations 
augmented my analytic workflow 
and provided helpful guidance.

Q2. The recommendations were 
confusing and disrupted my 
workflow.

Q3. The recommendations were 
interesting and contextually 
relevant.

Q4. The recommendations 
encouraged me to use natural 
language input.

Q5. The recommendations helped 
me learn how to phrase my input to 
the system.

Mean: 4

Mean: 1.3

Mean: 3.6

Mean: 4.1

Mean: 4.8

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

Figure 10: Participant responses to post-session questions

about utterance recommendations in Snowy. Statements

were rated on a scale of 1 (Strongly Disagree) to 5 (Strongly

Agree).

5.3.2 Relevance of recommended content. Although participants
were in agreement about the utility of recommendations to guide
their exploration, the feedback on the relevance of recommended
utterance parameters (i.e., attributes and values) was rather mixed
(Figure 10, Q3). Some participants felt that the recommendations
did a good job at suggesting what they wanted to explore next. P3
cited an example from her session and said, “I had some assumptions

in my head, like, for the movies, maybe the budget would be some-

how related to, you know, Worldwide Gross and it is quite delightful

when I found that was actually a recommended query too." In other
cases, especially sessions involving participants with prior experi-
ence with NLIs, we observed various assumptions that participants
made as they drew from their past experiences. For instance, these
participants assumed that the recommendations were randomly
parameterized and thus only viewed them as sample phrases. For
instance, P8 said, “the odds that you’re going to guess the fields I

actually want to look at are terribly low. So I was looking at what is

the verbiage around the fields trying to pull that out.” Similarly, P1
said, “I’m not really understanding why it gave the choices. Like, is

it’s based on previously asked questions or what? So I thought they

were relevant as, like, oh, let me explore, but I’m not exactly sure.”
While these specific participants later noted that they had forgotten
about the tooltips that provide high-level explanations for recom-
mendations, their feedback suggests the need for surfacing better
explanations in the interface.

5.3.3 Recommendations to aid NL discovery and usage. All partici-
pants were in strong agreement that the recommendations helped
them discover and learn the various ways NL could be used as
input to the system (Q4 and Q5 in Figure 10). For instance, P2
said, “the most valuable part of the recommendations was to know

how to describe to the system, the kinds of things I’d want to see. It’s

a really good tutorial.” P5 highlighted how the recommendations
were useful as phrasing templates even when they did not suggest
the exact content that she was looking for - “Obviously you can’t

read my mind. So, when I was looking for something very specific, it

wouldn’t exactly be there. But it would be a good be guiding tool to

know how I could ask questions.” Participants also appreciated the
linguistic variety in the recommendations to help them understand
the different ways that the NL utterances could be expressed. P9,
for instance, said, “seeing the recommendations helped me because I

could see, like, oh, I can phrase it as a question or I can use synonyms

or, you know, that gave me information I needed and seeing examples

is really helpful.” Commenting specifically on the follow-up recom-
mendations, P10 said “Words like ‘drill down’ are helpful to indicate

that it’s the same inquiry but just like a follow-up on it. And words

like ‘instead’ also helped.”

The individual participant responses (Figure 10) and the subjective
feedback together helped us validate our high-level premise that
utterance recommendations can guide visual analysis while implic-
itly making users aware of the system’s NL capabilities. Participant
feedback suggested that while the current recommendations in
Snowy provide good linguistic variety, there is a need for providing
users better explanations about the provenance of the system’s
behavior.

5.4 Design Considerations

Findings from the study brought up three important factors to
consider when incorporating utterance recommendations in the
context of conversational visual analysis tools:
• Show visual previews of system changes. Participants who
were familiar with visualization tools and concepts like graphi-
cal encodings commented that it would be helpful if the system
provided additional feedback or even a preview for what actions
selecting a recommendation would result in. For instance, refer-
ring to recommendations like Break down by Content Rating ,
P4 said, “I got the sense of what it’s recommending, but at the

same time, I wasn’t sure what that’s going to do to the visualiza-

tion.” Specifically, in this case, P4 was unsure if “break down”
would lead to Content Rating being mapped to color or if the
system will somehow create a small multiples chart instead.

• Adaptable interfaces formanaging recommendations. Fol-
lowing DG1 and DG4, we designed the recommendations in
Snowy to be adaptive to the user’s interaction based on avail-
able data entities (e.g., underexplored attributes are prioritized
during parameterization, recommendations mapping to infre-
quently used intents are shown first). While this functionality
aids breadth-oriented exploration, it makes it challenging to
go back to prior recommendations as their ordering or parame-
ters might have changed [24]. For example, P10 had selected a
recommendation and wanted to go back to a recommendation
she saw earlier, but did not want to investigate at the time (“I
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saw a suggestion here before I clicked some other suggestions.. Is

there any way to request the same examples?”). Addressing such
scenarios and exploring alternative adaptable interfaces [25, 65]
that allow users to bookmark, organize, and track utterance
recommendations over time, would be an interesting approach
to pursue.

• Placement of recommendations. Recommendations are per-
sistently displayed on the right side panel of the interface (Fig-
ure 2E). Participants generally liked this placement for con-
venient reference, while not impeding their workflow during
targeted analysis (DG6). For follow-up recommendations how-
ever, we observed that participants sometimes missed noticing
the recommendations although they were suggesting the exact
intent and attribute(s) they were interested in (e.g. filtering
or grouping a bar chart by a specific categorical attribute like
Region). To this end, P3 suggested that an alternative would be
to show the recommendations, especially follow-ups, closer to
the the input box since they are typically the most immediate
actions one may want to take. However, doing so could be dis-
tracting while users are typing their questions, especially if the
recommendations frequently update. Thoughtful placement of
recommendations in such an interface would need to strike a
balance between non-obtrusiveness and in-situ availability.

6 LIMITATIONS AND FUTUREWORK

Supporting additional visualizations and intent categories.

The current encoding channels of x, y, and color along with the
bar, point, and line marks allow the creation of canonical visual-
ization types and provide enough variability to test the underlying
idea of leveraging utterance recommendations. However, moving
forward, for the system to have practical value, more data types and
visualizations (e.g., maps, small multiples) need to be supported.
Furthermore, while our focus in this paper was on core visual anal-
ysis intents, people may want to use NL to accomplish other tasks
like styling a visualization or for user interface operations at the
tool level. For instance, during the study, two participants (P2, P8)
said they would like the utterances to cover a more general set of
actions and have a tighter coupling with the GUI (e.g., removing
attributes through NL, changing the colors used in a chart). While
supporting these, in theory, can be done by adding more types
of recommendations (e.g., analytic intents, visualization styling),
thinking about the manifestation of these recommendations in the
interface and the ways to delineate different recommendation types
are open points for future work.

Investigating the impact of utterance recommendations on

analytic workflows and learnability. The preliminary study
helped us validate the premise that utterance recommendations can
guide visual analysis while aiding with NL discoverability. How-
ever, deeper investigations are required to understand the specific
benefits of utterance recommendations and their impact on analytic
workflows. Future work could involve running a study comparing
Snowy to a baseline tool that recommends visualizations (as op-
posed to NL utterances). Such a study could help better understand
the unique pros and cons of utterance recommendations and shed
light on design considerations to combine utterance recommenda-
tions with thumbnail-style chart previews. Participants positively

commented on the potential of utterance recommendations to aid
NL discovery and learning, with P7 comparing Snowy’s utterances
to command suggestions offered by voice assistants like Amazon
Alexa and Google Home. However, this feedback was based on a
single session involving ∼30 minutes of interaction with the tool.
To truly assess the usefulness of NL recommendations, it would
be necessary to conduct a longitudinal study with Snowy where
participants use the interface with their individual datasets and
workflows over a longer time period.

Mitigating potential biases. To promote breadth of coverage in
its recommendations, Snowy’s recommendation engine tracks and
incorporates the count of interactions with attributes and intents.
‘Coverage’, however, is a very simplistic metric and may not ac-
count for the various types of analytic and cognitive biases [22, 72],
or prevent people ignoring their external knowledge about the data
domain and blindly follow the recommendations. It is critical to
incorporate richer models to identify potential biases in user inter-
actions while generating the recommendations (e.g. by leveraging
cognitive bias metrics such as those suggested by Wall et al. [71])
and investigate designs to surface and mitigate potential biases
during exploratory data analysis [73].

Applying machine learning approaches for utterance real-

ization. While the current template-based approach for utterance
realization works effectively for a small set of known intents, it
can be rather challenging to configure templates for large-scale
systems that cover a more comprehensive range of intents and data
domains. An interesting direction to pursue is applying machine
learning for supporting linguistic realization. Recent deep-learning
language models such as GPT-3 [13] could also be an alternative to
consider for providing greater linguistic variability in utterances at
low configuration cost.

Incorporating data semantics during utterance realization.

While inferring the semantics of the underlying data to generate
domain-specific phrasings and recommendations is an open, vast
area for research, we also identified more short-term ways to im-
prove the recommendations by incorporating data semantics. For
example, one of the participants (P7) suggested that if the recom-
mendations were rephrased to use terms from the data domain (e.g.,
“movies” or “colleges” instead of “items”), theywould bemore engag-
ing and interpretable, especially for non-technical domain-experts.
Improving the language of the recommendations and investigat-
ing such simple, but important semantic modifications and data
curation is another area for improvement going forward.

Exploring voice input and chatbots. In this paper, we focus on
Snowy as a desktop system that supports NL interaction through
text input. The premise of leveraging utterance recommendations
for conversational visual analysis is generalizable and can be applied
in other applications and contexts. For instance, prior work on
multimodal interfaces for data visualization involving voice input
(e.g., [51, 61]) has highlighted that NL discovery is a persistent
challenge. Along these lines, a compelling opportunity for future
research lies in exploring how utterance recommendations similar
to those in Snowy can be generated and surfaced in the context
of voice-based interfaces to data (as opposed to text). Exploring
these alternative interfaces would need to consider user context,
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device modalities, as well as differences in language pragmatics and
syntax structure for generating recommendations.

7 CONCLUSION

NLIs for visual analysis tools have evolved as a promising medium
for users to converse with data and gain insights by expressing
their inquiries in simple language. The process of sense-making and
getting insights from the data continues to be a challenge as users
need to formulate their questions while making progress in their
analytical journey. In this paper, we introduce a mixed-initiative
system, Snowy that provides both analytical and linguistic guidance
to the user by presenting utterance recommendations. The system
suggests new inquiries as well as follow-up utterances based on the
user’s current context, providing useful next steps for interesting
and underexplored aspects of the data. A preliminary evaluation of
Snowy suggests that contextual utterance recommendations can
not only guide visual analysis, but also help people gain awareness
of the system’s NL interpretation capabilities. We hope that insights
learned from our work can inspire new research directions in the
combined space of NL, recommendations, and analytical capabili-
ties. As we move a step closer towards realizing richer analytical
conversation experiences during visual analysis, the excitement
for potential innovation and opportunity can be best expressed by
Captain Haddock [1], a fictional character in The Adventures of
Tintin as he exclaims - “Blistering blue barnacles!”
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