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ABSTRACT

Replications are rare in visualization research, but if they were more
common, it is not unreasonable to believe that they would show a
similar rate of unreproducible results as in the psychological and
social sciences. While a replication crisis in visualization research
would be a helpful wake-up call, examining and correcting the
underlying problems in many studies is ultimately more productive.

In this paper, we survey the state of replication in visualization
research. We examine six threats to the validity of studies in visu-
alization and suggest ways to address them. Finally, we describe
possible models for publishing replications that satisfy the novelty
criterion that can keep replications from being accepted.

1 INTRODUCTION

When studies in psychology get repeated, many results fail to show
what the initial study claimed to find. This inconsistency calls into
question whether the original studies’ findings were real phenomena
or merely artifacts of the study design, results of questionable re-
search practices (QRPs), or statistical flukes. None of these options
is an attractive answer for a science, leading to this problem being
dubbed the replication crisis.

Is visualization research in a similar situation? There is no repli-
cation crisis in visualization, but that does not necessarily prove that
our results are strong – we just rarely question them. The lack of
a replication crisis in visualization is more likely due to the fact
that very few replications in visualization are attempted, let alone
published.

This situation raises questions about the validity of the field’s
results. As a young field that largely grew from computer science
and design, visualization research has prioritized applicability and
aesthetics over falsifiability. To build on our scientific understanding
about how we perceive, reason with, and remember visual informa-
tion, we must put increased value on the soundness and correctness
of conclusions [14]. Replication is one component of improving the
validity of the field’s conclusions.

While the replication crisis in psychology is by no means over,
the field is responding and implementing a number of promising
solutions: preregistration, registered reports, requiring open data and
study materials [7], and even large-scale efforts like a psychology
accelerator [18] promise stronger and more reliable results. Visual-
ization can learn from these practices even without going through a
full-blown crisis.

Many studies in visualization suffer from similar issues to the ones
in psychology. Below, we outline potential problems with current
study approaches and suggest solutions that lead to stronger, more
scientifically sound work that stands up to scrutiny and replication.
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2 THE STATE OF REPLICATION IN VISUALIZATION

While replication in visualization is generally rare, there are in-
stances of accepted papers that replicate, or largely replicate, previ-
ous studies.

Heer and Bostock replicated some of Cleveland and McGill’s
experiments as a way of testing the feasibility of using crowdsourc-
ing for perceptual experiments [11]. The goal was not to verify the
earlier results, but to test whether an online study would produce
comparable results to a well-known lab study. In a similar vein,
Kosara and Ziemkiewicz also replicated one of their own earlier
studies using Mechanical Turk, as well as a study that was similar to
Cleveland and McGill’s [16].

A particularly interesting chain of replications and reanalyses was
based on a paper by Rensink and Baldridge that investigated the
perception of correlation in scatterplots and suggested that Weber’s
law was useful for modeling it [21]. Harrison et al. replicated their
results and added new conditions, considerably broadening the scope
into a number of additional visualization types [10]. Kay and Heer
reanalyzed their data using a Bayesian framework, showed some
shortcomings in their analysis, and suggested that Weber’s law was
not the best explanation after all [13]. Some of the authors of the
initial two papers recently followed up on that work by taking the
studies further and breaking down possible visual properties that
correlate with subject responses [28].

Talbot et al.’s study of line chart slopes [26] covered a larger pa-
rameter space than the original Cleveland study [1], which included
the original study’s space. They thus replicated that study’s results
as part of theirs, but also covered a larger parameter space and came
to different conclusions than the original.

An experiment by Gramazio, Schloss, and Laidlaw [6] included a
subset of the conditions from one of the visual search experiments
by Haroz and Whitney [9]. When trying to find a uniquely colored
item in a display, the original study found an interaction effect on
performance between the number of colors and the layout of the
items. Gramazio et al. used different colors and layouts but very
closely replicated the nominal results of the original experiment.
They also extended the original by manipulating the number of
items and found limitations on the original conclusion.

A partial conceptual replication of (by visualization standards)
very old work and some unquestioned assumptions was done by
Skau and Kosara when they questioned whether pie charts were
really read by angle [15, 24]. The 1926 study by Eells [4] had many
gaps and hardly had enough statistical power to remain unques-
tioned for so long. Some of the more recent work had looked at
effectiveness but not the actual perceptual mechanism used.

Dragicevic and Jansen similarly questioned highly publicized
work on the power of unrelated charts to convince people of facts,
and they were unable to replicate those results [3]. This particular
work is important because it tested a study that had attracted much
attention in the press but appears to be deeply flawed, if not out-
right fraudulent (other work by one of the original authors has been
retracted under the suspicion of fraud).
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3 STUDY VALIDITY: THREATS AND REMEDIES

There are many possible ways the validity of studies can be com-
promised. In this section, we divide this space into a number of
categories, describe the issue, and suggest possible ways of spotting
and addressing it. We adopt a threat-and-response format inspired
by Munzner’s model for visualization design [19].

3.1 Statistical Fluke
Threat: A study can lead to a statistically significant finding by
accident. The common cutoff of alpha=0.05 still allows for a 5%
false-positive rate (or 1 in 20).

A single study’s ability to explain a phenomenon or demonstrate
an effect depends on the measurement noise and the number of
observations. But collecting more observations (via a large study or
several smaller ones) only decreases the likelihood of noise driving a
result; it does not eliminate the possibility. More observations allow
for more noise to be accounted for and increase the reliability of the
findings. Visualization tends to treat every single study as proof of
the effect under study, while older and more established sciences like
physics work differently: replications are routine and are required
for phenomena to be accepted. This is good scientific practice and
also statistically necessary – after all, a 5% false positive rate means
that at least one out of every 20 non-existent effects studied in
visualization (potentially several each year!) is incorrectly reported
as being a likely effect.

Any type of replication can reduce the likelihood of a statistical
fluke. Direct replication – running the exact same study again –
can be particularly effective at reducing this problem by providing
more observations. The results of these studies need to be published
whether they agree with the initial one or not, otherwise they lead
to the file-drawer problem: studies whose results do not reach the
significance threshold are not published [25]. If negative replications
are not published or have a higher bar for publication, erroneous
results are unlikely to be corrected.

If multiple similar studies are run, and not all find the same results,
meta-analyses can aggregate the evidence. They are common in the
life sciences and medicine, where effect sizes tend to be unaffected
by minor variations in experiment design. However, to be able to
conduct meta-analyses, papers need to consistently report effect
sizes, including confidence intervals. Ideally, all the data analyzed
for the reported results should be available, and experiment methods
need to be described in complete, minute detail, to be sure that the
studies being analyzed are comparable. At the very least, more
detailed results than the usual p-values need to be reported.

3.2 Questionable Research Practices
Threat: Statistical analysis of study results allows significant leeway
that can lead to false positives.

Visualization is a great tool for data exploration, and many re-
searchers enjoy exploring data. Unfortunately, the data collected in
studies is not the right place for this kind of analysis. It leads to what
has been called researcher degrees of freedom [23] or the garden of
forking paths [5]: statistics that are shaped by decisions made after
observing the data, and that invariably “help” the analysis get to a
statistically significant result.

A related problem is that even when the commonly-accepted
0.05 cutoff is reached, p-values between 0.01 and 0.05 are actually
much less likely than ones below 0.01 when the effect is in fact
present [22]. “Just significant” p-values are therefore suspect, even
if not necessarily of any nefarious data manipulation, but an indicator
that a replication of the study is needed to increase confidence in its
results.

Visualization research is often especially susceptible to motivated
reasoning, which may increase the likelihood that researchers per-
form questionable research practices (QRPs). When researchers test
a design that they created against some existing alternative, the paper

is unlikely to be published if “their design” performs worse than a
common alternative. They may therefore try adding more subjects,
excluding subjects based on new criteria, changing the statistical test,
or even dropping experiments until they get the results they want.
These QRPs, motivated reasoning, and the file-drawer problem may
explain why almost all publications in visualization find that the
authors’ novel design is somehow better than existing techniques.

A remedy for researcher degrees of freedom is preregistration [20].
The study procedure, as well as the analysis, are described in suffi-
cient detail and deposited in a repository that is timestamped and
cannot be manipulated later (e.g., the Open Science Framework1).
Once the study is run, the analysis must then follow the procedure
or justify any deviations from it.

Besides preregistration, a formal education in research methods,
experience, and conscientiousness regarding the many questionable
practices [27] can help reduce (but not eliminate) the chance of
exponentially expanding the false positive rate.

3.3 Analysis Problems
Threat: The data analysis is flawed through the application of the
wrong statistics, incorrect comparisons, etc.

Analysis problems are perhaps the most mundane reason results
can be flawed, but can also be one of the more difficult problems
to detect. While it is often possible to spot multiple-comparison
errors, many other issues are difficult or impossible to find. For
example, when analyzing data from within-subject experiments
with many repeated conditions, it is important to ensure that the
statistical method’s assumptions about observation independence
are followed. More specifically, an ANOVA does not account for
multiple observations from the same condition by one subject. This
problem can artificially inflate the effect size and shrink the p-values,
but it can easily be spotted in the text when the degrees of freedom
of the F-statistics are too high. Similarly, groups need to be filtered
correctly to be compared, t-tests, χ2 tests, ANOVAs, or Bayesian
analyses need to be applied correctly.

While some of these problems can be spotted in the manuscript,
the only real way to ensure correct analysis is to publish all study
data and analysis scripts, code, etc. This lets others examine the
process and not only spot problems, but reanalyze the data and make
meaningful corrections. Over the last few years, there has been a
slowly emerging trend of publishing study data, though it is by no
means a given. Analysis code is often not included, if only because
authors feel it is “messy” – similar to the reluctance in publishing
source code.

Publishing analysis code, even if messy, has the huge advantage
that it lets others examine what was done and re-run the code on the
same data. It also protects the authors from others making mistakes
(or different assumptions) when reanalyzing the data and claiming
to have found deviating results.

3.4 Study Design Flaws
Threat: Poor study design can lead to misleading or inconclusive
results.

Study design is a more challenging task than often acknowledged:
a good study needs to control a huge number of possible factors
in order to focus on just the few that are under investigation. The
experiment also needs to actually address the question, which is
not always a given. In trying to keep the parameter space from
exploding, it is easy to lose track of how the experiment actually
relates to the initial question.

Confounds, variables that are not controlled or counterbalanced
but still vary between conditions, are a common occurrence in visual-
ization studies. They can influence both the results and the possible
explanations, but are rarely appropriately considered. Similarly,
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functional dependencies between variables can reduce the effective
parameter space and make an effect appear that is really just the
result of a direct, and usually known, relationship that has no bearing
on the actual question.

Keeping the possible combinations of parameters under control is
also a common problem, and it can lead to experiments that do not
completely cover their parameter space, which then leads to wrong
conclusions. An example of this from visualization is banking to
45◦: Cleveland’s original study [1] found that the ideal mean slope
of two lines (for most accurate slope comparison) was 45◦. This was
later shown to be an artifact of the study design, which didn’t test
the full range of possible angles and slope ratios [26].

There are two main ways to discover this type of problem: ex-
perience and conceptual replications. Just like with programming,
experiment design experience helps spot common mistakes, as does
meticulous documentation (which enables reviewers and later read-
ers to find problems).

Conceptual replication is also critical. Instead of repeating the
same, possibly flawed, experiment, a new experiment can test the
same underlying effect or phenomenon. If a different experiment
finds the same effect, it is much more likely to be real. Physics
and other ‘hard’ sciences demand conceptual replication before they
will accept the results of a new study, especially one that produces
surprising or counterintuitive results.

3.5 Overgeneralized Conclusions

Threat: The results of the study are overgeneralized beyond the
experiment’s findings.

Visualization papers often conflate two research approaches
which have very different goals: (1) a user study that aims to provide
applicable and actionable comparison, and (2) a set of experiments
which seek generalizable understanding.

Many visualization user studies test “real-world designs” by com-
paring fully functional designs that are different in many ways.
This approach makes sense when improving user performance for a
specific context is the goal, as a user study can provide easily inter-
pretable and directly applicable results. For example, the producer
of a commercial security visualization package or a stock analysis
platform aims to compare designs rather than understand why one
is better than another. Unfortunately from a research standpoint,
the lack of careful isolation of variables in user studies makes it
difficult if not impossible to determine whether the results general-
ize to any scenario without identical designs and tasks. Without an
explanation for why an effect occurs, there is rarely an indication of
what and how much can change while maintaining the benefits of a
particular design. User studies are applicable and useful but rarely
generalizable.

The goal of scientific experiments, however, is to explain some
phenomenon and understand and predict how it may manifest in
other circumstances. Accomplishing this generalizability requires
experiments that carefully isolate variables and control all changes
between conditions. Furthermore they require clear hypotheses to
interpret results. However, the near infinite number of combinations
of variables needed to understanding how people use a fully func-
tional visualization cannot be reasonably isolated and tested in an
experiment. Therefore, experiments are often limited in complex-
ity and number of variables. Though they are generalizable, they
may not always be directly applicable by more application-oriented
researchers.

Both complex user studies and carefully controlled experiments
have merits and limitations. However, care should be taken when
inferring generalizable results from a user study and when assuming
that scientific experiments can predict applied scenarios. Use of the
wrong approach can be detected by comparing the complexity or
variable isolation in the methods with the claims of generalizability
or applicability.

Nevertheless, user studies and controlled experiments can serve
as avenues for conceptual replications of each other. If the results of
a simple controlled experiment are replicated in an applied scenario,
the underlying mechanism is robust to confounds and moderators.
Likewise, if an effect found in a user study can be isolated in a
carefully controlled experiment, researchers can better attempt to
understand why it occurs and how it would generalize.

3.6 Misinterpreted Results

Threat: The claimed mechanism is not actually the correct or only
explanation for the observations from the study.

An example of this is the angle component of Cleveland and
McGill’s graphical perception paper [2]. They showed their partici-
pants pie charts and assumed that the visual cue used was angle. This
conclusion was recently shown to not be the only explanation (area
and arc are also possible), and in fact the least likely one [15, 24].

Detecting these issues is possible through careful scrutiny of the
methods, analysis, and conclusions in the paper, as well as through
simple hunches: perhaps the explanation in the paper feels wrong,
or a reader has a different possible explanation in mind.

Misinterpreted results are not necessarily a fault in the original
research. In fact, science largely progresses because accepted expla-
nations are found to be wanting, or additional evidence and ideas
call for the reexamination of the existing knowledge [17]. The tran-
sition from Newtonian physics to Einstein’s relativity theory is a
well-known example of such a transition, but similar ones happen
on a much smaller scale all the time.

One mechanism for this sort of transition is the comment paper or
comments associated with a published paper. While this is virtually
unheard of in visualization, it is common in statistics and other fields
to invite comments on papers about to be published. Those are then
published together with the paper and can offer additional ideas
or propose alternative interpretations of results. They can serve as
valuable starting points for further research. Even after publication,
journals in many fields (including visualization, since at least TVCG
has a comments paper category) accept short comments as valid
contributions.

4 TYPES OF REPLICATION

There are different kinds of replications of studies, from pure data
reanalysis to repeating the exact same study, to designing an entirely
new study to investigate the same underlying effect. Each one
addresses a different threat described in the previous section, and
each provides different new information.

4.1 Reanalysis

Requirements: original data and original analysis scripts
Perhaps the simplest kind of replication is to reanalyze the data

gathered from the study to reproduce the results. This approach was
taken in the example of the Weber’s law papers described in Secion 2.
Reanalysis can serve different purposes: ensure the soundness of the
mathematics and statistics, and test possible alternative models.

While we generally assume that authors are meticulous in their
work, mistakes happen, results can be transcribed incorrectly, statis-
tics can be misunderstood and misapplied, participants and data
points may be removed a little bit too generously, etc. Reanalysis
can spot these mistakes and judgment calls and can point them out.
Visualization does not have a history of corrections and withdrawn
papers. While retraction is rare in other fields, most have estab-
lished procedures for correcting mistakes and correct the record
when problems are found.

The more exciting use of reanalysis is to test the potential for alter-
native hypotheses. This may be done as a sort of pilot or feasibility
study for another experiment, or simply to test a hunch. Both are
valuable because they bring more eyes to the data and help broaden



the possible interpretations that are being considered – thus moving
science forward.

4.2 Direct Replication

Requirements: original experiment code and original analysis
scripts

Simply repeating the exact same experiment might appear point-
less, but it is critical from a statistical point of view and has other
important advantages. A single study only represents a single sam-
ple, which may show a significant effect by chance (which at 5% is
not even that low). Even if all conditions were exactly the same, a
pure, exact replication is valuable. If it “succeeds” (shows the same
effect), it makes the original study more believable and the stud-
ied/claimed effect more likely to be real; if it “fails” (does not show
the effect), it raises interesting questions about the actual existence
of the effect and demands more replications (it can also serve as the
impetus for a conceptual replication to rule out the study design as a
confounding factor).

Of course, no replication is ever exact, since it happens at a dif-
ferent time, with different participants, (hopefully small) deviations
from the study protocol, etc. A successful replication thus usually
means that the effect is robust against a variety of factors, especially
sampling error. It also usually broadens the diversity of the partici-
pant pool, thus increasing trust in the effect being universal (and not
limited to a specific population).

4.3 Conceptual Replication

Requirements: well documented methods and analyses in the origi-
nal paper

Both of the above replications are focused on the experiment as
initially run, rather than the underlying effect. The effect is arguably
much more important than any experiment – after all, the experiment
is not an end in itself, it is a means to test or find an effect.

A conceptual replication therefore consists of designing and run-
ning a new experiment that aims to test for the same effect or phe-
nomenon under different circumstances. An effect that is detected
by two or more different experiments is much more robust and likely
to really exist. Conceptual replication is the modus operandi in fields
like physics, where phenomena like gravitational waves, or the exis-
tence of a new particle, need to be shown not only by different labs
conducting very similar experiments, but also a variety of different
experiments that all test the same underlying theory.

5 REGISTERED REPORTS

A registered report is an approach to peer review that separates
review of the research methods from the results. It consists of two
phases: first, the study design, analysis, and a priori interpretations
of possible results are specified, and any pilot studies are run. The
resulting paper, which at that point does not contain the results of the
actual study, is submitted for review and accepted or declined based
on the methods alone. Once the paper is accepted, the study is run;
the data are analyzed; and the results are written up according to the
accepted methods. Studies with iterative experiments can undergo
iterative rounds of review and data collection. The final manuscript
is only reviewed for adherence to the originally-described methods,
for explanation of any deviations, and for any interpretation of the
results.

Registered reports do not suffer from the file drawer problem,
since the paper is published whether or not its results are expected
or surprising. Being independent of results makes them a useful
publication approach for large scale or expensive replications. Both
positive replications that increase the certainty of an effect and
negative replications that contradict a reported effect all increase our
knowledge, and the chances of publication should not be influenced
by the possible controversy of the results.

Registered reports are a relatively new approach to review
and publication. More information about them is available at
https://cos.io/rr/

6 WAYS TO PUBLISH REPLICATIONS IN VISUALIZATION

The threats to study validity itemized above are not just of academic
interest, we are aware of examples for all of them, even though
we refrained from citing many specific examples (especially recent
ones). Many studies in visualization are flawed to varying degrees,
and we believe that many would not hold up to replication.

What can be done to improve research methods in visualization?
We propose a few possible ways below.

6.1 Replication and Novelty: Build-Upon Studies

Publishing replications is extraordinarily difficult in visualization
because they are not considered novel. Both authors have separately
experienced this as reviewers, having to push hard to get the very
rare submitted replications accepted. How can we make replications
acceptable in a field that demands novelty above all else?

While we propose more structural changes to the field below,
there is a simpler way: using replications as starting points to build
on. This kind of paper replicates an existing study as a pilot or first
step. A replication of even a well-established effect can serve as
sanity check to demonstrate that the methods, measurements, and
experiment code work as expected. The replication can also serve as
a control condition for further studies or a point of comparison for
developing new methods of testing the known phenomenon. Such a
paper would have a novel component even if the replication is not
considered novel at all.

An example of this type of paper is Heer and Bostock’s crowd-
sourcing paper [11], which validated crowdsourcing by means of a
replication and then also added new studies about area perception.

6.2 Paper Categories and Reviewing Policies

A simple change that would allow replications to be published would
be the introduction of new paper categories and associated reviewing
policies. Given the crucial novelty question, this category would re-
quire some education of reviewers who might still balk at accepting
papers they do not consider to be novel. Furthermore, guidelines
would have to be clear about what kinds of replications they accept
(perhaps only preregistered ones) and what the criteria for accep-
tance should be. While it has been suggested that any replication
should involve the original authors [12], we believe that to be coun-
terproductive as a general rule. Instead, the authors of the original
work should be invited to comment on the replication paper.

We believe that replications can, at the very least, serve a purpose
similar to literature surveys: give graduate students exposure to
research methods and aid in their training. Given the importance
of publishing to obtain a computer science degree, being able to
publish replications is the only way they can ever become part grad
students’ training.

6.3 Facilitating Replication with Open Practices

In order to replicate or reanalyze previous work, all code, materials,
and measured data used to support a paper’s conclusions should
be accessible [8]. Sometimes, the methods text offers sufficient
information to allow for replication, but there are often minor details
and parameters that are only available in the code. Hiding or oth-
erwise preventing access to experiment code can prevent accurate
replication and can make the original authors appear to be nefari-
ously concealing information. Researchers performing replications
should also not need to beg and plead with the original authors to
gain access to materials needed to replicate a study. These materials
should be made available as a matter of course.

https://cos.io/rr/


6.4 Journal of Visualization Experiments and Methods
Even with the build-upon model and policies, publishing pure repli-
cations will remain challenging. As the field grows and matures, it
needs more and more specialized publication venues. One of them
could be a journal specializing in experiment design, novel methods,
and replications. The latter would include registered reports, which
address the file drawer problem.

Similar to the policies suggestion above, such a journal would
have to be very clear in its criteria for different categories of papers
to make the different types of paper acceptable: pure methodology,
novel study design for a conceptual replication, exact replication,
reanalysis, registered report, etc.

6.5 Journal of Visualization Science, Empiricism, and
Methods

A problem with the current publishing model in visualization re-
search is that the various categories of papers are indistinguishable
once published. Papers that have an art and design focus with no
empirical component are published alongside multi-experiment pa-
pers with little discussion of aesthetic concerns. These different
types of papers go through reviews that have completely different
standards, yet that process is not indicated on the published paper.
When reading a published visualization paper, a person does not
know what standard of review it went through.

It may be beneficial to separate all empirical and scientific re-
search in visualization into its own journal. Such an approach would
allow the scientific community in visualization to establish review
and publication standards independently of the engineering and
artistic communities. More importantly, readers would know that
every paper in the journal went through a peer review that required
evidence for every claim. This journal could also define more spe-
cific guidelines of when replications warrant peer-review, standards
for registered reports and preregistrations, and criteria for data and
material sharing.

Such a separation should not be seen as a disparagement of en-
gineering or design. Instead, it would be a clear acknowledgement
that the different communities within visualization research have
different metrics for what constitutes “good work.” However, estab-
lishing different standards and possibly publication venues does not
need to divide the field. As many researchers pursue multiple disci-
plines, and many people appreciate keeping up with other subfields,
maintaining a joined conference would continue to allow multiple
communities to share their recent and in-progress work with each
other.

7 CONCLUSIONS

Improving research methods and establishing replications as a vi-
able type of publication in visualization will require effort from the
entire field. This change cannot be made purely top-down (via poli-
cies, etc.) or bottom-up (via stubborn submission of replications).
Authors, reviewers, papers chairs, steering committee members all
need to help to make this happen. We believe not only that this is a
worthwhile effort, but that it is crucial to increasing the strength of
the field and protecting it from a full-scale replication crisis.
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