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ABSTRACT
Deep learning models for natural language processing (NLP) are
increasingly adopted and deployed by analysts without formal
training in NLP or machine learning (ML). However, the documen-
tation intended to convey the model’s details and appropriate use
is tailored primarily to individuals with ML or NLP expertise. To
address this gap, we conduct a design inquiry into interactive model
cards, which augment traditionally static model cards with affor-
dances for exploring model documentation and interacting with
the models themselves. Our investigation consists of an initial con-
ceptual study with experts in ML, NLP, and AI Ethics, followed by
a separate evaluative study with non-expert analysts who use ML
models in their work. Using a semi-structured interview format
coupled with a think-aloud protocol, we collected feedback from
a total of 30 participants who engaged with different versions of
standard and interactive model cards. Through a thematic analysis
of the collected data, we identified several conceptual dimensions
that summarize the strengths and limitations of standard and in-
teractive model cards, including: stakeholders; design; guidance;
understandability & interpretability; sensemaking & skepticism;
and trust & safety. Our findings demonstrate the importance of
carefully considered design and interactivity for orienting and sup-
porting non-expert analysts using deep learning models, along with
a need for consideration of broader sociotechnical contexts and
organizational dynamics. We have also identified design elements,
such as language, visual cues, and warnings, among others, that
support interactivity and make non-interactive content accessi-
ble. We summarize our findings as design guidelines and discuss
their implications for a human-centered approach towards AI/ML
documentation.

CCS CONCEPTS
•Computingmethodologies→Natural language processing;
• Human-centered computing → Visualization; Human com-
puter interaction (HCI); Interaction design process and methods.
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1 INTRODUCTION
Open source development has made it easier to share and deploy
complex models, including large language models. This ease-of-use
has lowered barriers to non-expert analysts [75] who do not have
formal training in machine learning (ML), data science (DS), or lin-
guistics. To accommodate a spectrum of ML expertise, Mitchell et
al. [44] have proposed model cards as a means of providing consis-
tent summaries of model details and their potential for misuse and
harm. The format they propose is text-based and concise, making
it both broadly accessible and applicable across model types. How-
ever, these model cards and similar forms of documentation rely
on the developer to accurately and clearly report on the model and
its performance. Often, this process is labor-intensive and many
important details, such as unintended uses or disaggregated model
performance, are omitted. Both experts and non-experts who want
to interrogate the model further must do so by implementing their
own analysis. Not only does this mode of interrogation leave many
non-experts underserved, it also exacerbates the potential for harm
once these models are deployed [5, 6, 11, 15].

Prior work has shown that non-expert analysts benefit from
interacting with machine learning models and their data [1, 19, 59].
Recently, others have experimented with adding interactive ele-
ments to model cards. Both HuggingFace [73] and Google Cloud
platforms introduced interactive modalities for interrogating the
model’s performance through customizable examples of themodel’s
inputs. Robustness Gym reports [23] seek to overcome the develop-
ment burden of model cards by allowing end-users to interactively
create new slices of the data to interrogate a model’s performance.
Complementary to model cards are ‘explainables’, which are gener-
ally bespoke and interactive [30]. While these early explorations
are promising, they do not explore how much or what kind of
interactivity is beneficial.

In this work, we use the concept of a model card to scaffold a
design inquiry into alternative and expanded forms of model docu-
mentation, focusing in particular on the needs of non-experts. We
propose a novel concept for an interactive model card (IMC) that: (1)
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lowers barriers to accessing key information about model behav-
ior; (2) supports deeper interrogation of models; and (3) surfaces
some attendant risks and limitations without additional work on
the part of model developers. We built this idea out through an
initial conceptual study with experts in ML, Ethics, and NLP to
co-create a set of design guidelines for a functional IMC prototype.
In this first study, we drew on experts’ experiential knowledge of
the wider implications of ML and NLP models, along with appli-
cations of these models within organizations, to better understand
implications of design choices in model documentation and inform
our development of an IMC. We conducted a subsequent study with
non-expert analysts to deepen our understanding of documentation
needs and evaluate our IMC design. Across both studies, we apply
a human-centered lens to examine the affordances, opportunities,
and limitations for standard model cards (SMCs) [44], Robustness
Gym reports (RGRs) [23], and IMCs.

Through this research, we provide the following three con-
tributions: 1) Design guidelines for interactive model cards and
model documentation broadly; 2) A set of conceptual dimensions
for evaluating model documentation with respect to AI/ML work-
ers of various backgrounds; and 3) A functional prototype for an
interactive model card that can be adapted for further inquiries and
usage scenarios. We make artifacts of our research process available
online1.

2 BACKGROUND AND RELATEDWORK
The potential for both broad and deep harm that AI/ML sys-
tems can pose to vulnerable people and ecosystems, especially
when impacted people do not have the opportunity to interro-
gate and contest decisions driven by AI/ML(e.g., [4, 25, 26, 29, 72]).
Large language models are especially predisposed to amplify harms,
since they are being deployed widely enough to result in homog-
enization while their inner workings and limitations are poorly
understood [5, 10]. Notably, even systems that seek to identify and
mitigate racism, harassment and hate speech may compound harms
to vulnerable people (e.g., [7, 14, 49]). In an effort to mitigate the
risks for harm in AI/ML systems, researchers and developers have
proposed strategies to make systems more explainable, transpar-
ent, and contestable (e.g., [3, 24, 34, 41, 45, 47, 74]). Our study
design (Sections 3.2 and 4.2) has been informed by prior work re-
lated to measuring and improving model interpretability [45, 55],
and proposals for contrastive explanations [45] are particularly
aligned with our approach to interactivity and seeding the IMC
with examples (as described in Section 4.1). Our approach to inter-
activity has also been informed by Amershi et al.’s guidelines for
human-AI interaction [2], as well as by other guidelines and tax-
onomies for human-centered AI [3, 64] and proposals for enabling
human contestation of AI-driven decisions [28, 40].

Prior work has also addressed dimensions of model behavior and
documentation that impact trust and skepticism. Many studies
have found that cognitive biases (particularly anchoring bias and au-
tomation bias more broadly) can lead users to misunderstand model
behavior and place unwarranted trust in AI systems [20, 34, 52, 55].
We introduce the concept of productive skepticism (Section 5), and

1https://osf.io/9d83t

we argue that stimulating productive skepticism–along with pro-
viding modalities for interaction and sensemaking–could be an
effective strategy to mitigate the tendency to over-trust. Rather,
opportunities to engage with productive skepticism can support
stakeholders in calibrating appropriate trust in a model’s behavior
for a particular context and use case. Our approach aligns with calls
for new strategies of calibrating user trust in AI [77] and promoting
reflection [20], and our approach to guidance and warnings (dis-
cussed in Section 3.4) encompasses the requirements for extrinsic
trust articulated by Jacovi et al. [33].

Various forms of model documentation have been proposed
to make AI/ML systems more transparent and help users establish
trust. Model cards (SMCs) [44] have been foundational in standard-
izing documentation for AI/ML model performance and character-
istics, along with risks and unintended uses. Robustness Gym helps
model developers report on model behavior through the generation
of robustness reports (RGRs) that summarize model performance on
various data slices [23]. We incorporate SMCs and RGRs as core
elements of the IMC design. We also look to work on datasheets
for datasets to include more detailed information of the model’s
data [21]. The IMC design follows the SMC model for reporting on
datasets, and our functional prototype (Section 4.1) also includes
warnings related to age of the training dataset. In evaluating the
IMC, we also draw on dimensions articulated for explainability fact
sheets [66].

Model cards and similar standardized artifacts can play a role in
processes for governance and accountability of AI/ML systems.
As many have studies have reinforced, mechanisms for governance
and accountability of technical systems are prerequisites for in-
formed consent [12, 22, 69] and equity [18, 37, 38]. Algorithmic
audits are a key strategic approach toward governance and ac-
countability. Whether conducted through internal processes or by
third-party actors, audits seek to evaluate AI models for issues of
robustness, bias, and fairness. Public audits have been shown to be
effective at reducing bias in targeted companies (as compared to
other companies) [56]. Auditing should be a structured, ongoing
process that is designed from a system perspective [35, 64]. How-
ever, many challenges remain from conceptual, technical, economic,
and organizational perspectives [46]. In contrast to posthoc audits
and evaluations, certificates of robustness provide algorithmic guar-
antees on the performance of models under certain conditions [76].
Human-in-the-loop auditing processes leverage everyday users to
provide further protection once a system is deployed [63], and we
heard from participants in both of our studies that they believed
IMCs would be valuable for record-keeping and organizational
alignment throughout deployment.

Recent research has surfaced implications for practitioners’
needs for trust and transparency. Some have identified strategies
practitioners use to build understanding of AI/ML models, includ-
ing data- and model-centric patterns of exploration [43, 61] and
investigation of data where a model performs particularly well and
poorly [39, 43, 61]. Our considerations around trust and productive
skepticism have been informed by prior work identifying domain
expertise and predispositions for trust as risk factors in bringing
models into practice [17, 36, 43, 51, 75]. Furthermore, our support
for exploration of sup-populations and sampling examples with low-
and high-confidence scores address these needs in part. Hong et
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Figure 1: Concept of an Interactive Model Card. Larger im-
ages of the SMC, RGR, and IMC are available in the online
materials

al. [32] have also surfaced needs for integrated interpretability
support with AI/ML tooling, which aligns with our findings. In
response to practitioners’ needs to evaluate AI/ML models with
respect to safety [71] and ethical decision-making [31], we have
evaluated the IMC along these dimensions. As many researchers
have articulated, safe and effective deployment of AI/ML systems in
practice requires a robust understanding of different stakeholders’
needs and goals for explainability [8, 32]; support for traceability
and auditing [71]; and strategies to address concerns within exist-
ing organizational structures and dynamics [8, 31, 32, 57, 71]. We
found that our approach to guidance, shareability, and traceability
begins to address these needs, and we surfaced additional relevant
implications for design.

3 STUDY 1 : CONCEPT STUDYWITH ML, AI,
AND NLP EXPERTS

Ahead of engaging with non-expert analysts, we leveraged the
expertise of researchers and practitioners in ML/AI development,
AI Ethics, and Natural Language Processing (NLP), to co-create a
set of design guidelines for IMCs.

3.1 Design Probes
Design Scope for Interaction. There are many ways that interac-
tivity could be theoretically added to model cards. In this study, we
have scoped the goals of interaction design to focus on disaggre-
gated performance metrics, as well as understanding the model’s
training data and how it compares to the analyst’s. We chose not to
explore other sorts of interactivity, such as: comparing models (i.e.,
multiple sentiment analysis models), comparisons across multiple
datasets, or training the model on the analyst’s own data. We focus
on disaggregated model performance and dataset understanding
and comparison because we view these as key tasks for understand-
ing a single model that are undersupported with an SMC. Moreover,
understanding the model’s performance and data conforms to what
we consider the spirit of the SMC, which is to inform the reader
about a single model.
Reference Model Card: Task, Model, and Data. We use a refer-
ence model card of DistilBERT [62] fine-tuned on the SST-2 [65]

dataset for a sentiment analysis task; this reference mode is sourced
from HuggingFace [73]. We chose to focus on a sentiment analy-
sis task because it is widely known and easily understood, while
still being representative of NLP model development regimens for
other tasks. Moreover, the DistilBERT SST-2 fine-tuned model pre-
sented a unique challenge for generating design probes because it
is technically three models: a pretrained general language model,
its distillation, and the fine-tuned version optimized for a sentiment
analysis task. We found that this challenged the SMC paradigm,
since it was not clear how much information to include (if any)
of the prior base models. To explore this problem, we decided to
use the text from both the DistilBERT and SST-2 fine-tuned model
cards2.
Design Probes and Interactive Model Card Concept. We de-
veloped design probes [70] of an SMC, RGR, and IMC. For the SMC,
we used the all the text from the reference model card, with some
exceptions, laid out according to the specifications in Mitchell et
al. [44]. Because the reference model card does have some interac-
tivity (the ability to test your own sentence), we included that as
well. An RGR unifies four common evaluation paradigms includ-
ing performance on data subpopulations, which we explore in this
concept study. We developed an RGR probe using the built-in sub-
populations to which we added a custom set of potentially sensitive
subpopulations (i.e., race, gender, etc.).

Our IMC concept (Figure 1) includes redeveloped elements of the
SMC and RGR. We proposed adding interactive elements (shown
with green border) that would allow users to upload their own
data (data upload panel), add their own sentences (example
generation panel), and/or define new subpopulations from the
model’s training and test datasets for exploration (example generation
panel). We also include an interactive data comparison visualiza-
tion (data comparison panel) that shows the sentence embed-
dings of the model’s data together with the analyst’s data. We
implemented the design probes as paper prototypes using Google
Slides. For the IMC we mocked up interactions through slide links,
transitions, and animations. Text for these paper prototypes was
taken verbatim, with some small exceptions, from the existing
DistilBERT and the SST-2 fine-tuned model cards.

3.2 Study Procedures
3.2.1 Study Design. Our study comprised semi-structured inter-
views using a grounded approach [50] and incorporated conceptual
design probes (Section 3.1). Study sessions were scheduled for 60
minutes, and participants were offered an honorarium of $150 upon
completion. Full study protocols and materials are available in the
online materials, while here we provide only a brief overview. Dur-
ing the study, participants were asked about their background and
familiarity with model cards, Robustness Gym reports, or other
types of model documentation. They were then shown examples of
a standard model card, a Robustness Gym report, and our concept
for an interactive model card (Section 3.1). They were asked to
explore each of the forms in a think-aloud protocol, and the study
moderator also prompted them with additional questions related
to their interpretations and needs for understanding the model.
As they considered each of these forms of model documentation,
2distilbert-base-uncased-finetuned-sst-2-english commit 03b4d19
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Table 1: Overview of roles and expertise of participants.

ID Role Expertise SMC
Familiarity

RGR
Familiarity

E01 User Research Director Ethics No No
E02 AI Ethics Lead Ethics Y es Yes
E03 Ethics Data Scientist Ethics Yes No
E04 Doctoral Student - CS Auditability Yes No
E05 Doctoral Student - ML Developer No No
E06 User Research Lead Ethics Yes No
E07 Senior Researcher - NLP NLP Yes Yes
E08 Postdoctoral Fellow -

NLP/HCI
NLP No No

E09 Policy Research Fellow Ethics Yes No
E010 Data Ethnographer Ethics No No

we asked participants to reflect on the strengths and limitations
through two lenses: their own needs as experts and those of a non-
expert analyst using a sentiment analysis model in their work (see
the online materials).

3.2.2 Recruitment. We set a target of 10 participants aiming to
recruit at least one participant from each of the following categories:
ML/AI development and design, Ethics, and NLP. We reached out to
23 participants, recruiting until we had met our target study size. Of
the 13 participants whowere not included in our study, five declined
and the rest did not respond. We recruited participants based upon
their publication or professional history using a combination of
personal connections and cold emails. All participants had exposure
to documentation for ML/AI models in some form, but only six were
familiar with model cards and two with RGRs.

3.2.3 Data Collection and Analysis. Data collection included ob-
server notes and video recordings for participants who consented
to recording. We recorded approximately 11 hours and 15 min-
utes of video, including the interview and an on-camera debrief
between the study moderator and note taker. Video transcripts
were automatically generated, including speaker identification, and
were verified for accuracy by the authors. We conducted iterative
thematic analysis [13], surfacing initial codes through debriefs and
review of transcripts. The first author then conducted focused cod-
ing for all transcripts, and both first authors synthesized themes
and categories. All authors also surfaced implications that informed
the design of our IMC functional prototype (Section 4.1).

3.3 Results
In Table 2 we summarize five interconnected conceptual dimensions
of participant perspectives on our probes.

3.3.1 Stakeholders. Without prompting, participants described ad-
ditional stakeholders or students and the scenarios in which they
share model cards or other documentation (e.g., related to model
performance and tuning). One participant succinctly summarized
that SMCs remained relatively untested with non-expert analysts:

“At least for the next couple of years, people are going to be
using model cards for the first time. And these are going to
be concepts that may be new for many individuals. And so
giving them some hand-holding, as to ‘What does this mean,
what am I supposed to do with this?’ I think will be extremely
helpful.” [E02]

Several participants (n=6) articulated that the language and lay-
out of the SMC appeared better suited for software or machine

learning engineers. One participant suggested that the SMC seemed
“very on the back end...like it feels like GitHub” [E01], which they felt
would not resonate with stakeholders who are using, but not imple-
menting, models. Moreover, three participants reflected that some
of these specialized terms of art (i.e., accuracy, precision, recall) can
be difficult for even students of ML and NLP; one participant said
their students needed a ‘cheat sheet’ of the terminology.

All participants expressed doubt that a non-expert analyst would
understand the model card or know how to act on the information
it contained. One participant suggested that an IMC could be more
accessible to individuals across different roles, particularly if the
design supported different information architectures or prioriti-
zation of information. In contrast, another participant [E07] was
emphatic that standardization was a critical component of model
cards and should be preserved. They argued that interactivity adds
subjectivity to model cards that should be visually distinct.

3.3.2 Design Considerations. Participants critiqued the informa-
tion design of all model cards; for the RGR and IMC, they also
offered feedback on visual and interaction design. Most (n=6) par-
ticipants identified overly technical language and jargon as a key
failing of all of the model cards, and they proposed alternative lan-
guage to capture the same meaning in more accessible ways. All
participants said the amount of text in the standard model card
made it difficult to quickly skim and understand the model. Most
(n=8) participants expressed that the visual design and layout of the
IMC helped their “eyes [...] focus on information that [they] missed
before” [E04] compared to the SMC and RGR. However, a sense
of focus/overwhelm varied among participants, and one partici-
pant articulated that the IMC contained “too much information and
is very cluttered” [E04]. Four participants stated that a summary
of the model’s purpose (i.e., “this is a sentiment analysis model”)
was needed and that it would improve the readability of the model
card. Relatedly, participants also pointed out areas in the RGR and
IMC where they thought different information should be priori-
tized or emphasized (e.g., changing the color of the size column on
the rightmost side of the RGR or emphasizing it in another way).
Lastly, many participants suggested adding or emphasizing higher-
level metrics about performance (e.g., making overall performance
visually distinct from disaggregated performance).

3.3.3 Guidance. Participants indicated that various stakeholders
would need help making sense of the information in the model card.
Six participants emphasized the importance of providing specific
guidance to help participants understand the information on the
model card. Some forms of guidance suggested included providing
definitions, or visual cues in the form of nudges and warnings. One
participant articulated that explainers for visualizations would be
helpful because “it’s pretty but..but what would I do [with it?]” [E03].
One participant saw the direct potential for using interaction to
provide guidance, suggesting that it “would help me [...] dig deeper”
[E01] into the model details.

Other forms of guidance were complex and geared more toward
“help[ing] me understand why this matters [and] how does it help me
make more informed decisions?” [E02]. Supporting interpretability
is complex but nearly all (n=7) participants indicated that examples
could provide some useful guidance. However, having an effective
default example to prompt end-users was also important [E04].
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Table 2: Themes from our concept studies with experts in ML/AI, NLP, ethics, and auditability. Support quotes for each theme
are also presented in the interview context from which they were elicited: SMC = Standard Model Card; IMC = Interactive
Model Card; RGR = Robustness Gym Report; All = general comments not directed toward any specific model card type.

Theme Subthemes Example from interviews
Context Quote

Stakeholders Stakeholders, Language SMC “Model cards look a lot more like a summary of an academic paper compared to getting a more general
understanding of model.” [E07]

SMC “Obviously, this, this standard model card is fantastic for an engineer who’s coming in and trying to build
that model [...] but [I am] not sure what their client needs.” [E09]

All “There’s a lot of jargon, some of it that can be inferred, but it’s not something that is immediately apparent
or made explicit” [E10]

RGR “[Precision, recall, accuracy], those are terms that are also going to be very confusing for someone with
layman’s background [...] I would also say that those terms are terms of art in many ways.” [E09]

Design
Considerations

Information Design, Visual
and Interaction Design,
Implementation, Integrated
Tooling

IMC [Hovering over points in the data comparison chart] I would want to see sentences because it breaks the
abstract representation into some concrete things” [E08]

IMC “It is hard to discover the interaction, so make it clearer what you get with the interactivity and make it
clearer that interaction is possible.”[E09]

SMC “The developer has to make these model cards, but they are difficult to make, which is why these are not
very informative.” [E08]

Guidance Actionability, Defaults,
Education, Explanations

All “People who aren’t trained in ML don’t necessarily know what they’re looking out for or what questions to
ask of both the data and the model [...] nudges could be useful.” [E04]

All “Supporting analysis that says how to interpret this would be much more useful, but just even if it’s formatted
nicely with definitions, it’s still not going to be super useful. Help me understand why this matters.”[E02]

All “I wish that this [model card] would pull [me in more]. Tell me what to look at [...] maybe you could suggest
the subpopulations that I might want to look at.” [E01]

IMC “How much education about concepts do you need to bake in here? Do you have an intro in the beginning
of this interactive model card?”[E02]

Trust and Safety Bias, Ethics,
Misrepresentation

All “If I really am sort of coming in new to [model cards], I want to understand what my responsibility is [...]
when I’m engaging with this model. I want to understand what agency I have.” [E01]

SMC “Does this model card seem like it’s showing a well-rounded representative model? Or is it one that has
some big, ethical or transparent issues?”[E03]

All “Who gets to decide how to build those systems? And what is the end use case for evaluation? So in the
healthcare space, specifically, a lot of times people get caught up with the area under the curve score F1
metrics for evaluating models about how they impact people’s lives.”[E09]

Sensemaking and
Skepticism

Contextualization, Data
Analysis, Examples,
Information Seeking,
Interpretation

RGR “[I] might not pay as much attention to it [size of subpopulation]. And that really matters because you can
see some of these examples–they have high scores, but then the [...] sample size is very small.”[E04]

RGR,
IMC

“Just give [people] some example sentences and let them decide how they want to search or what they want
to search for. And that way they can see model weaknesses and capabilities.”[E05]

SMC “Some people read all the documentation straight; others, only when [...] they run into a challenge. And so
there’s a lot of information [in the standard model card] so, one question is [...] how many people are going
to read through all this in advance when they’re actually on the job and in practice?”[E04]

Another participant suggested that leveraging examples with inter-
activity could help non-expert analysts “build a better mental model
of how the model works and what it lacks” [E05].

3.3.4 Trust and Safety. Ethics and safety considerations were a top
concern. The reference model card (Section 3.1) had a short ethi-
cal considerations text, but many participants took exception with
the training dataset being described as “fairly neutral” (“what does
that mean even?” [E08]). One commented that Silicon Valley tends
to apply a standard set of “moral values application across global
and cultural contexts” [E07], which diminishes the value of such
ethical statements and assessments. Increasingly, such statements
are seen as a “cop-out because it just kind of says ‘there is some bias
somewhere’ which is not entirely helpful.” [E06]. Two participants
suggested stating explicitly whether bias assessments had been con-
ducted, and one suggested raising a warning if such bias analyses
are not run. Several (n=4) participants expressed that it could be
beneficial to add sensitive populations to the disaggregated model
performance, but they suggested caution since the definition of

these groups was culturally and geographically contextual. More-
over, they emphasized the need to prominently display the total
size of these subpopulations (and others) to support valid interpre-
tation. For example, one participant initially thought the model
performed well for a particular subpopulation, then saw the small
sample size and revised their interpretation. Participants indicated
that for these issues and overall, greater attention to information,
visual, and interaction design would improve trust and safety.

3.3.5 Sensemaking and Skepticism. Some of the themes above con-
verged as participants discussed the ways they believed non-expert
analysts would explore and make sense of information in the model
cards. Participants tied interaction positively to these themes, in-
dicating that it would be beneficial to “allow domain experts to be
able to interrogate the models and formulate rules that are semanti-
cally meaningful to test against the model” [E08]. Importantly, the
interactivity would enable people to “elicit more questions” [E04]
that allowed them to form and test their mental models about the
data and better “see the things that model lacks” [E05].
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3.4 Summarizing Design Guidance for an
Interactive Model Card

From our findings in this first study, we distilled a set of design
guidelines (DG) to inform our functional IMC prototype. Based
on what we learned from experts, these guidelines have broad
implications for the documentation of AI/ML models and would be
applicable beyond the task presented in the design probe.
DG1: Give careful deliberation to the design of information
hierarchies, representations, and interactions. Prior work re-
lated to SMCs has focused primarily on the categories and depth of
information that model documentation should include. However,
to be sure that this content is effectively understood by a wide audi-
ence, the hierarchy and design of this content is equally important.
Without this consideration, a model card may fail in its goals. Our
conceptual study emphasized the importance of information design
within both standard and interactive model cards. This includes the
judicious use of language, visual cues, layout, data visualization,
and interaction. Critically, our study cautions that the act of infor-
mation design must be deliberate and, we argue, testable to be sure
it is accurately interpreted.
DG2: Use interaction to help users develop conceptual un-
derstandings. The reference model card primarily used interac-
tion as a preview of the model’s outputs. However, experts saw
the opportunity to use interaction as a way to help non-expert
analysts develop their conceptual understanding of the NLP model.
Interaction modalities must balance the subjectivity of contextual
explorations with objective details about the model and its perfor-
mance, so they should be designed and evaluated accordingly. The
final consideration for interaction is that it must be discoverable and
supported with defaults that help people orient to the affordances.
DG3: Scaffold important information with actionable guid-
ance.Additional guidancewill be necessary to support interpretabil-
ity of the outputs. SMCs have been primarily tailored toward devel-
opers and machine learning experts, which can cause challenges
for non-expert analysts who need to interpret the documentation
for their own contexts. Clear guidance can support non-experts in
understanding and knowing how to act on the information. Warn-
ings, prompts, and summaries are all examples of guidance that
participants suggested could help guide analysts in making sense of
model cards. Visual cues can also support the overall architecture
and flow of information in the model card.
DG4: Implement defaults that promote productive skepti-
cism. Not all readers of a model card will want to interact with
it. In addition to making interaction discoverable, it should also
be enticing and promote a productive skepticism about what the
model does and how it can be used. We argue that this productive
skepticismwould make ideas of intended and unintended uses more
intuitive than simply being told what they are. Choosing appro-
priate default information is important to encourage this kind of
engagement with a model card.We propose sensitive populations as
a starting point and we used the Robustness Gym technology [23]
to automatically implement these defaults.

4 STUDY 2 : EVALUATIONWITH
NON-EXPERT ANALYSTS

We used the design guidelines from the initial concept study to
implement a functional prototype for an interactive model card
(IMC) that we assessed with 20 non-expert analysts.

4.1 Interactive Model Card Functional
Prototype

The functional prototype of the IMC reifies the design guidelines;
in Figure 2 we show our IMC with themes from Table 2 overlain to
emphasize the sources of design guidance. We visually separated in-
formation between a model overview component–reference model
card information–and the ‘contextual’ component, where interac-
tivity is used to probe the model’s performance and underlying
data. Within these components, we introduced elements of infor-
mation and visual design to present the content (DG1) and create
avenues of interactive engagement (DG2). Across both components,
we use font faces, color, and highlighting to emphasize important
content like the model’s task (i.e., sentiment analysis) and its range
of outputs. We also introduce two levels of information hierarchy.
The first level summarizes vital information as a bulleted list; the
second level provides technical details that are only visible when
the analyst expands the content. In the overview component we
also reduced the jargon from the SMC text.

We use interaction to support concept building, sensemaking,
and skepticism around the model and its performance (DG2). The
interactive data visualizations show the model’s performance and
explore the model’s data. The performance visualization shows the
overall train and test data set performance according to accuracy,
precision, and recall (the reference model card only shows accu-
racy). Using Robustness Gym [23] we developed a set of terms that
relate to subpopulations of US protected classes (e.g., race, gender,
veteran status; DG4) that are also visualized We introduce three
ways for analysts to further probe model performance: defining
custom subpopulations within the model’s data, adding their own
sentences, and adding their own dataset. When an analyst chooses
to add a sentence, they will see a summary of the model’s sentiment
prediction and have the option to contest the result; the ‘sentiment
label’ for the new sentence is based on the participant’s choice.
We have also defined a set of default sentence templates of mixed
sentiment [54] and with sensitive attributes [16] to help analysts
further explore examples that are distinct from the model’s data.
Finally, the data visualizations are updated in real-time to reflect
the model’s performance in these newly defined subpopulations or
data (sentence or dataset).

We scaffold the information in the model card with guidance
that supports the interpretation of textual information and visual-
izations (DG3). Examples of guidance include simple statements
explaining how to interpret visualizations or interact with them,
definitions of terms, and instructions for adding new data. Lastly,
we include a ‘Guidance’ section that includes more general infor-
mation about sentiment analysis models and the interpretation of
performance metrics. We incorporate warnings to alert the analyst
to potentially unreliable or incomplete information in the model
card. The performance visualization also alerts analysts when a
subpopulation’s size is lower than a specified threshold.
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Figure 2: IMC Functional prototype that we presented to participants in the second study. Overlain are some examples of how
feedback from the first study influenced the prototype design. The code for this prototype is available in the online materials.

The IMC is implemented in Python using streamlit3, with visu-
alizations and data interactions supported by Altair [68]. Robustness
Gym [23] and Gensim [58] are primarily used to handle data in-
puts and outputs between the cards visual components, and are
supported by other packages (nltk [9], numpy [27], pandas [42],
sklearn [53]).

4.2 Study Procedures
4.2.1 Study Design. We conducted a 60 minute semi-structured
interview with each of the participants, asking them to describe
their use of ML or NLP models as well as the type of model doc-
umentation they consume or, if applicable, produce. Participants
were then introduced to the format of a model card and directed to
the DistilBERT SST-2 fine-tuned reference model card (Section 3.1).
They were asked to explore this model card and think out loud
about what information they would want to gather, whether it
was available, and how they would wish to see this information.
Next, participants were given a demonstration of the interactive
model card and were asked to explore it as they had the reference
model card. In the final 15 minutes of the session, participants were
asked to consider the IMC with respect to its usability, functionality,
safety, and ethics. These question prompts were developed based
on the findings of the previous study and a set of explainability
characteristics that we adapted from those described by Sokol and
Flach [66]. We also asked participants to compare the IMC to the
reference model card. At the conclusion of the study participants
were compensated $125.
4.2.2 Recruitment. We set a target of 20 participants and recruited
using the User Interviews platform. We screened eligible partici-
pants using a questionnaire and a priori inclusion and exclusion
criteria. In total 176 participants responded. A total 117 participants
were excluded, in some cases because they indicated never using
3www.streamlit.io

ML or NLP models (n=89), while others (n=28) had graduate or
undergraduate training in ML, statistics, or computer science. The
remaining 59 candidates were separated into two groups according
to the frequency with which they use code-based tools (i.e., Python,
R, etc). Type I (n=35) analysts do not use programming tools at all
or very infrequently (less than once a quarter), whereas Type II
(n=24) analysts report daily or weekly use. We recruited an even
number of participants from both categories of analysts (Table 3),
anticipating each group might offer a different perspective to our
study.Participants were compensated $125

4.2.3 Data Collection and Analysis. Data was collected and ana-
lyzed in the same manner as reported in Section 3.2. In this study
we recorded approximately 23 hours and 30 minutes of video, which
included both the interview and an additional on-camera debrief
between the study moderator and notetaker. We used the themes
surfaced in the first study to seed this analysis.

4.3 Results
The reference model card (Section 3.1), here acting as the SMC, and
the IMC each had features that were preferred by both types of
analysts. However, overall the IMC was favored over the SMC, with
participants echoing the concerns that were previously articulated
by the experts in Section 3. A summary of participant responses
is shown in Table 4. Compared to the prior study, non-expert an-
alysts provided greater depth towards the themes of stakeholders;
design considerations; and sensemaking & skepticism in particular.
This depth allowed us to expand on the subthemes from Table 2
and broaden our conceptions of how model cards might be used.
In comparison to experts, non-expert analysts contrasted the un-
derstandability & interpretability of information between the SMC
and IMC with more concrete details, leading to compelling insights
around design implications. Additionally, participants’ responses
to our explicit prompts around usability, functionality, safety, and

https://userinterviews.com
www.streamlit.io
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Table 3: Overview of Participants for the Second Study.

Study Data Background Details Skills and Proficiency
ID Category Region Role Industry Org. Size ML/DS

Proficiency
Sentiment
Analysis

A1-01 Analyst I United States Business and Marketing Analyst Media 10000+ Basic No
A1-02 Analyst I Canada Project Manager Finance 5001-10000 Basic No
A1-03 Analyst I United Kingdom Product Analyst Insurance 201-1000 Limited Yes
A1-04 Analyst I United States Finance Director Finance 10000+ Limited Yes
A1-05 Analyst I United States Product Analyst Finance 10000+ Basic No
A1-06 Analyst I United States Business Analyst Information Technology 1001-5000 Advanced No
A1-07 Analyst I United States Project Analyst Environmental Services 1001-5000 Basic No
A1-08 Analyst I United Kingdom Automation Developer Information Technology 201-1000 Basic No
A1-09 Analyst I Canada Business Data Analyst Finance 5-200 Basic Yes
A1-10 Analyst I South Africa Business Intelligence Analyst Finance 1001-5000 Basic No
A2-01 Analyst II United States Data Scientist Government 10000+ Advanced Yes
A2-02 Analyst II United Kingdom Analytics Manager Marketing & Advertising 51 - 200 Advanced Yes
A2-03 Analyst II United States Machine Learning Researcher Material Engineering 1001-5000 Advanced Yes
A2-04 Analyst II United States Machine Learning Developer Information Technology 51-200 Advanced No
A2-05 Analyst II Canada Business Data Scientist Telecommunications 10000+ Advanced Yes
A2-06 Analyst II United Kingdom Business Analyst Finance 1001-5000 Advanced Yes
A2-07 Analyst II United Kingdom Data Analyst Information Technology 201-1000 Advanced Yes
A2-08 Analyst II United States Data Engineer Education 51-200 Advanced Yes
A2-09 Analyst II United States VP Data & Analytics Education 51-2000 Advanced No
A2-10 Analyst II Canada Analytics Solutions Developer Retail 1001-5000 Expert No

ethics (summarized in Table 5) allowed us to expand upon dimen-
sions surfaced in our first study. They also helped us contextualize
participants’ overall impressions of the IMC, summarized in Ta-
ble 4. We did not observe large differences in patterns of responses
between the two analyst groups. In Section 4.3.1, we outline partici-
pants’ overall impressions of the IMC. After that we focus on three
themes that highlight the importance of human-centered design in
making model cards useful and usable in organizational settings.

4.3.1 Evaluating our Design Choices. Nearly all participants (n=18)
found the IMC easier to read and understand (with some caveats
discussed below). One participant said that the IMC showed infor-
mation that “allowed [them] to understand what this model actually
is supposed to be used for’’ and “this is a lot better at level setting” [A2-
08]. Participants articulated that several components of the IMC
helped them engage with the model and data more effectively by
clarifying and prioritizing information, particularly: layout of infor-
mation (n=13); language (n=6); ability to add examples (n=15); and
visual and interactive elements (n=16). Three participants voiced
the importance of being able to contest the model’s results, and
wanted to see this ability expanded beyond adding sentences (Sec-
tion 4.1) to the model’s training and testing data or uploading their
own dataset. One participant stated that the ability to “agree [or]
disagree is kind of a check and balance”[A1-06]. Nearly all (n=16)
participants also made suggestions for improvements to the IMC
design. These included changes to elements of the interface that
were confusing (n=5), the layout (n=6), and types of guidance (n=1)
provided. A few participants (n=4) expressed that text, visuals, and
interaction options led to information overload. Participants sug-
gested that integrating the model’s code and files, present in the
SMC, would be valuable for the IMC.

When asked, nearly all participants (n=15) indicated that the
IMC was something they would use in their daily work, while some

(n=2) indicated it was context-dependent. Participants reported that
the IMC, with or without interactivity, was preferable to the SMC
because the information was easier to understand. Notably, the
addition of guiding elements, suggested in the previous study (Ta-
ble 2), were well received and did help participants understand and
interpret the model card information. Many of these non-interactive
elements, which include visual cues, warnings, and prompts, among
others, can be used to augment SMCs without having to add inter-
activity. However, participants indicated that interactivity added
substantially to the SCM because it allowed participants to “play
with the data and see the results [in a way that] that feels super
intuitive instead of explaining everything” [A1-09].

4.3.2 Model Understandability - Getting the Basics Right. One of
the most salient implications of the IMC design was that it helped
participants accurately understand what the model was and what
it did. In this study, we were surprised to discover that, when using
the SMC, it was hard for participants to articulate that the model
performed sentiment analysis. While experts had expressed that
non-expert analysts would have some difficulties interpreting that
information, this finding went beyond our expectations. Overall,
almost half of the participants were not able to provide the correct
interpretation of what the model did using the SMC alone. Among
these participants, four thought it was a general text classification
model, but could not anticipate its outputs (positive or negative
sentiment classification), two thought that DistilBERT and its fine-
tuned version were both sentiment analysis models, one participant
did not answer (“I would have a tough time understanding what it
does.”[A2-08]), one thought that SST-2 dataset was the model but
could not articulate what the model did. Even three participants
who did correctly describe the model were not confident in their
interpretation : “I would guess that it’s sentiment analysis based on
text, but I really don’t know”[A1-03].
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Table 4: Themes from our evaluative studies with non-expert analyst. The reference model card represents the SMC in this
study.

Theme Subthemes Example from interviews
Context Quote

Stakeholders Community, Language,
Sharing, Teams

SMC,
IMC

“Overall I am really impressed with the language clarity that is there right now, compared to [the reference
model card]; the biggest difference is its clarity.” [A2-09]

IMC “We actually have had a lot of communication issues in the team between our data science guru and the rest of
the business and I think this actually might be really helpful”[A2-02]

IMC “If you’re trying to bring in a machine learning tool or a machine learning process, you’ve got to go through so
many hoops to get that sign off, this is a sort of thing that would just be a godsend to have” [A1-08]

IMC “This [IMC] is something that I could send in a pinch to any stakeholder. So if I was in a meeting with a whole
bunch of stakeholders [...] and somebody’s like, ‘Hey, what is the model? What does it do?’ You know, I could
answer most of these questions. But in a pinch, I’d say like, here’s a link, go interact with it.” [A2-04]

Design Assessment & Validation,
Comparison, Defaults,
Information Priority,
Interaction, UX Patterns,
Visualization

SMC “The first thing I am looking for is an introduction to the model and what it does and what it is used for. I don’t
know if I see it here” [A2-10]

IMC,
SMC

“So, interactivity is the main one. This is more of an all or one, whereas the [SMC] makes me use another tool. It
[SMC] is more like a shopping mall, where I need build it [the analysis] on my own at home.” [A1-03]

IMC,
SMC

“You want it all accessible, the fact that it’s one page is great. Like with the other one I had to click around a lot
to get the information, but this model card doesn’t have that problem, which is great.” [A2-02]

IMC “It gives me a good outline of what I am looking at. The few examples, short, sweet, and to the point are
helpful.”[A1-07]

IMC “Maybe it’s my time working in finance, but bullet points work for me” [A2-02]
Sensemaking
& Skepticism

Awareness, Confidence,
Contestability, Examples,
Exploration, Prompts,
Warnings, Risk Group
Analysis

SMC,
IMC

“It [SMC] seemed more oriented towards somebody who wants to, like develop and train it [the model] and
deploy it [...] this [IMC] does give me the same information, like it gives me the same context [...] but it’s also
giving me the tools to kind of look at the model on a higher level.” [A2-04]

IMC “I absolutely like this quantitative analysis [...] which lets me play around, and I can see whether the model is
working or not. So I’m not just taking the the word of the developer of the library” [A2-09]

SMC,
IMC

“if I ever see something that just reports one metric [...] I’m always like a little bit skeptical that maybe they
just picked that up because that’s what looks good”[A2-01]

IMC “I do like the fact that you can [...] agree or disagree [with the model’s prediction], because sometimes it’s nice
to have that ability [A1-06]

Understandability
& Interpretability

Accessibility, Clarity, Data
Understandability, Guidance,
Model & Result
Interpretation, Information
Overload, Information
Sufficiency, Trust

IMC “This gives me more assurance that this is the right model or not” [A2-09]
SMC “I can tell it, it’s used for some text classification[...] But, in terms of what this thing does, it’s not obviously

intuitive enough, unless you’ve caught some context around it. So I filled in a lot of the blanks.” [A2-08]
SMC “What is the sentiment treebank [SST-2 dataset]? Like, is it a list of sentences? Where did they come from? Who

generated them? Because that was also what I was confused” [A2-01]
SMC I feel that it’s too much information on this model. If, maybe, could I have a better summary? [A1-10]
SMC ‘‘The most important bit is what the purpose of the model is, and it’s good at the top, otherwise I didn’t know

what what I was looking at, I had to guess how it actually works and what is trying to tell me” [A2-05]

One source of confusion was the need to consume informa-
tion across two model cards (DistilBERT base model and SST-2
fine-tuned). Guided by our earlier study, we tackled this challenge
directly and used the design elements of the IMC to draw attention
to what the fine-tuned model did and how it differed from the base
model. The response of participants validated this approach, with
one stating that “the side panel was exactly what I was looking for and
it highlighted some of the words, then I know that this is something
that I might be interested in looking at” [A2-06].

4.3.3 The Role of Model Cards in Sociotechnical Systems. Nearly
all (n=18) participants described, without being prompted, how
the IMC would help them share information with internal and
external stakeholders. The actionability of a model card was fre-
quently (n=13) tied by participants to its ability to be shareable
and understandable to others with whom they work. Moreover,
participants discussed interwoven social and technical processes
and described where either an IMC or SMC would fit within them.
Participants described how the model details (overview component
in the IMC, Section 4.1) could help them with an initial assessment
of the model’s validity for their use case. A quick answer is essential,
and one participant stated, “I would lose patience after 30-40 seconds

if I have to put a lot of effort into what I’m looking for”[A2-06]. If
the participants were convinced the model was suitable for their
use case, they would move on to the interactive components to ex-
plore it further. One benefit of this interactivity was that it allowed
participants to conduct lightweight experimentation, which was
cumbersome using the SMC because “you [had to] deploy the model
in Python yourself, put in your own sentences” whereas with the IMC
“just being able to do it like this...ease of use is off the charts” [A2-02].
Finally, the model card would be used to start a dialogue with other
stakeholders. These stakeholders included executive or technical
team members, including data scientists.

Beyond integrating model cards with their social organization,
analysts (n=7; the majority belonging to group II) saw the benefits
of incorporating model cards into their existing technical infras-
tructure: “A huge win would be getting this to integrate seamlessly
with open-source frameworks” [A2-01]. Here, the reference model
card contained information and actions to obtain the model code
and launch it — something that was absent in the IMC. Moreover,
three participants expressed that IMCs, if they could be easy to
produce, would lower their existing model documentation burden.
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Table 5: Examples of participant responses on the usability, functionality, safety, and ethics of the IMC.

Prompt Definition Example from interviews

Usability The efficacy of the
design choices to help
assess and digest the
information in the
model card

“This feels like plain English [...] like a very simple way of saying, ‘hey, this is what we have. this is what it does.’ ” [A1-01]
“I think this [IMC] tells a better story, [...] and this tells me, what’s the model? What’s it supposed to be used like?” [A2-08]
“It’s not only the numbers, but it’s also the insights and visually being able to see[...] what those numbers are saying” [A2-04]
“The visualization, as far as the reporting goes, it has got a good description of what all that means. A lot of the help text and
description text is there.” [A1-06]

Functionality The ability to use the
IMC to assess the
relevance and
applicability of the
model to their routine
work

“This would be perfect for internal stakeholders, like technical stakeholders, direct managers, CTO, data science team, you know,
people like that. I would want a simplified version of this for external stakeholders. But I also have all the data here and it looks
like I can extract it if I want to.” [A2-04]
“If I had a tool like this, I would start to explore, and pick out trends or phrases, in their data, so that I can start to see that there
are opportunities from a features development perspective.”[A1-03]
“I’ve got a data set that I want to run sentiment analysis on, I’m going to use this model, drop it in through my CSV, boom, now I
want to see the visualizations great. And they’re going to look really good when I’m presenting to my boss.”[A1-03]
“It [the model card] would be more about ruling out that it’s not the right model, you know, and then I might have like six or
seven model cards open, as I’m going through all the models, I can find, like, here’s my list of things we should try.”[A2-07]

Safety The ability to assess
safety risks for a model,
including risks for
security, privacy,
robustness, and related
dimensions

“I think it [the IMC] gives you the basis to have that conversation.”[A2-02]
“It is the person’s responsibility to make sure they know what they are doing and not someone who is providing the model to
them.” [A2-06]
“The safety risk is more in the problem itself and not the model you are applying.” [A2-07]
“With the protected classes I think it’s a good feature to have, I think it’s one of the more important ones. Protected classes make
me think that things are headed in the right direction. Also I like the warnings.” [A2-08]

Ethics The ability to assess
ethical consequences
encompassing things
like potential harm to
vulnerable people or
ecosystems, unintended
bias, or similar issues

“I think it’s useful as well to say, ‘You know, what, you’re gonna have to go and do your own research’ [...] you can’t just say ‘Oh,
just go and read this.’[Use the] model card to assist you, but you’re going to have to go and do a bit of learning yourself.” [A1-08]
“I don’t think it helps me with ethical consequences, but it helps to give me some considerations.” [A1-03]
“I think also having these categories [protected classes] made me curious and think about it.” [A1-09]
“Bias is also like a term of art in machine learning, right? So it’s like, I read it as bias, like, Oh, it’s just talking about bias from
the standpoint of overfitting. It has nothing to do with like, discrimination and ruining people’s lives.”[A2-07]

4.3.4 Ethics and Safety are Challenging Topics. Participants had
difficulty contextualizing the safety and ethical dimensions of ei-
ther the SMC or IMC. Although the IMC included templates to
examine ethically challenging examples (Section 4.1), only four par-
ticipants expressed that these features could stimulate discussion.
The unintended uses of the model were similarly inaccessible, with
one participant stating that “unintended uses are important [but]
how would I know what [is] unintended?” [A1-01]. One participant
expressed doubt that any model documentation could really give
an adequate picture of ethical and safety risks, emphasizing that
‘‘this [model card] would not be my only data point or else, you know,
that’s a very quick way to lose your job” [A1-04]. Although the goal
of model cards is not to be a substitute for further analysis of ethical
and safety risks, this participant’s comment echoes earlier obser-
vations from experts (Section 3.3.4) that information about ethical
risks is often dismissed. Others felt that topics of safety and ethics
were too abstract, with one participant stating that they “wouldn’t
worry too much about that to be honest, I guess it depends on the
type of analysis you’re doing.” [A2-05]. While the IMC also provided
template sentences to promote ethical thinking, participants largely
favored their own examples. Unexpectedly, two participants pushed
back against the inclusion of more actionable ethical and safety
content, articulating concerns that too much guidance could be
detrimental and provide a false sense of security.

4.4 Summary
We assessed our functional prototype for an interactive model card
with twenty non-expert analysts drawn from across industry. Their

feedback validates many of our design choices, but also offers av-
enues for further improvements. These non-expert analysts also
illuminated a more detailed view of how model cards, more gen-
erally, might be used within the sociotechnical systems in their
organizational contexts. Our findings point to the importance of
information and visual design for transparency and interpretability
of model cards.

5 DISCUSSION
Technology that enables low or no code data analysis is lowering
barriers to developing and deploying deep learning models. As E02
astutely observed (Section 3.3.1), the net effect is to broaden the field
of stakeholders who will need access to model cards in the future.
Increasingly, the data workers taking on AI/ML development do not
have formal education in the theoretical and technical underpin-
nings of these systems. We posited that, for this group, augmenting
model cards with interactivity would make AI/ML systems more
interpretable.

We recruited and explored the perspectives of people who we
believe are representative of the future data workforce. Our find-
ings show that interaction in model cards helped participants better
understand model behavior and implications for their work. Criti-
cally, the benefits of interaction were realized primarily through the
careful architecture of information that included the choice of data
visualizations, layout, language, visual cues, warnings and prompts.
We contend that without these careful design choices, model cards
are inaccessible to many individuals who use AI/ML models in
their work. Our studies have also surfaced the value proposition
data workers identify for model cards to support organizational
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decision-making and traceability. From our collective findings we
draw four key insights:
1) Interactive model cards are a bridge to further analysis,
not a substitute.How interactive should a model card be? At what
point does it cross over into an analysis interface? In designing the
IMC, we wrestled with these questions, and study participants were
divided on the appropriate balance.We argue that with thoughtfully
designed interaction, model cards can be a first step for data workers
to explore how trustworthy a model is and whether it might meet
their needs, serving as a guide to deeper interrogation when desired.
For individual stakeholders, the most effective form for interactivity
in model cards will be situated and contextual. However, future
research could deepen our understanding of how particular design
decisions impact the understandability and actionability of model
cards.
2) Interactivity and guidance bolster productive skepticism.
Interaction supports individuals in contextualizing and interrogat-
ing model behavior (e.g., by adding their own data or contesting the
model’s results). The opportunity to “be really curious to just kind
of play around” [A2-05] can help mitigate anchoring bias [52]. This
sort of interactivity may encourage productive skepticism, an orien-
tation that is neither overly dismissive nor trusting. Importantly,
we found that scaffolding these interactions to support sensemak-
ing requires clear and actionable guidance. Our research has only
scratched the surface of the dimensions and forms of guidance that
help people understand and act on model behavior. There remain
many avenues to explore with IMCs as a foundation for this inquiry.
3) Model cards should support the data work community,
not just an individual.Decision-makingwith data and deep learn-
ing models is a collaborative and distributed process involving in-
formation sharing over time and across organizational roles. For
model cards to be adopted and impact organizational processes,
they must support knowledge sharing and negotiation across stake-
holders with diverse backgrounds and perspectives. Furthermore,
the creation of interactive model cards need not be so burdensome.
Our findings suggest that collaborative development, along with in-
tegrated programmatic tooling, could lower the burdens for model
card generation, reuse, and refinement.
4) Unintended uses, ethics, and safety are too ambiguous to
be actionable.Model cards are intended to surface, among other
things, ethical and safety implications – a topic that is especially
pressing for deep learning models. However, our research supports
prior findings that these concepts are challenging to integrate into
decision-making [48, 60], and we identified some cynicism toward
ethics statements, as well as assertions that ethical questions re-
quire contextual, situated examination. Our findings indicate, un-
surprisingly, that model documentation can spark ethical thinking,
but will never substitute for it. We encourage further inquiry into
other strategies toward fairness (e.g., metrics [16, 67]), and we urge
caution to ensure that these approaches are understandable and
actionable for non-experts. Importantly, our analysis reinforces that
considerations of ethics are personal and contextual, so they are
unlikely to be addressed with a single approach.
Limitations and Future Work. Design choices and the choice of
sentiment analysis tasks (Section 3.1) likely influenced our findings.

We anticipate that specific IMC design elements (i.e., the choice of
visual cues, data visualizations, etc.) will be refined and adapted in
future work. However, we believe that the broader design guide-
lines (Section 3.4) and conceptual dimensions that we surfaced
(Tables 2, 4, and 5) are robust and will generalize to other tasks and
contexts. We also recognize that creating and learning how to use
IMCs is a heavier burden than for text-based model cards. We have
taken steps in this work to build toward adaptable and extensible
model card generators. Future work will explore further strategies
for reducing and re-distributing the work of model documentation.

6 CONCLUSION
Together with ML/AI experts and non-experts, we co-developed
a concept and functional prototype for an interactive model card
for a large language model. Within the broader range of stakehold-
ers using and deploying NLP and other ML/AI models, our work
presents a timely and important examination of model cards from
a human-centered design perspective. We foresee future opportu-
nities for other researchers, practitioners, and developers to build
from our findings to ensure that ML/AI models are interrogable,
contestable, and documented responsibly.
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